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Thesis Summary

Soil is an invaluable finite resource, and there is considerable interest in monitoring the status of soil, as well as the direction and degree of any changes in soil attributes. Land use change and agricultural management have the capacity to alter the properties of soil considerably over relatively short time scales, however, it is less clear how recent climatic shifts observed throughout the globe will influence changes in soil condition. In the semi-arid regions of eastern Australia, there has been an expansion of irrigated cotton production, which is considered to be a very intensive land use with vigorous management practices. These regions have also been exposed to significant fluctuations in rainfall patterns in the last decade or so. While these semi-arid areas are agriculturally important, they often possess distinct soil characteristics, such as high levels of alkalinity, salinity, sodicity, inorganic carbon, and low levels of organic carbon. This body of work focuses on monitoring the change in soil condition in the semi-arid irrigated cotton-growing district of Hillston in the lower Lachlan River valley catchment in south-west, New South Wales (NSW), Australia. Data from soil cores extracted to 1.5 m depth from two soil surveys performed in 2002 and 2015 were used to monitor the change in several important soil properties – pH, electrical conductivity, exchangeable sodium percentage, organic carbon, and inorganic carbon. It is anticipated that the significant shifts in land use and rainfall patterns could have altered the condition of soil during this period.

Rather than using traditional digital soil mapping techniques, such as regression kriging or machine learning approaches, this study focuses on using linear mixed models, which are particularly advantageous for monitoring changes in soil properties as they can account for correlation in space and time. In this work, the focus is on using bivariate linear mixed models (BLMMs) and multivariate linear mixed models (MLMMs) to create digital maps of the various soil properties. In the BLMM approach, one model is used to predict a soil property from both time points at a single depth, which results in improved soil maps that have a logical connection through time. The MLMM approach is similar to the BLMM approach, but multiple depths are also be modelled simultaneously in addition, which results in more coherent connections between the different sampling depths. Another strong advantage of using these approaches to monitor soil is that the correlation between the monitoring periods is used to improve the sensitivity of the model to detect statistically significant changes. Traditional laboratory methods of measuring certain soil properties can be expensive and laborious. This study used visible near infrared (VisNIR) spectroscopic techniques to rapidly predict soil exchangeable sodium percentage (ESP), soil organic carbon (SOC) content, and soil inorganic carbon (SIC) content to overcome this.
Chapter 2 is a review of the literature on monitoring and modelling soil change. This chapter describes the concept of spatio-temporal soil change and discusses the impact that anthropogenic activity and climatic shifts can have on a suite of soil properties. There is a particular focus on different methods of monitoring and modelling soil change, and many examples of studies are provided that range considerably in space (from field to continental scales) and time (from years to centuries). This review also discusses the many challenges in monitoring soil change, as well as the opportunities to detect changes in soil condition. To prevent repetition in the different research chapters of this thesis, Chapter 3 describes the study area, the soil datasets, soil property analysis, the covariates used for mapping and modelling, and the approaches used to model these soil properties in space and time.

Chapter 4 is the first research chapter of this thesis, where much of the materials and methods described in Chapter 3 are put into practice. This chapter looks at the status of soil pH and the change in pH from 2002 to 2015. An overall acidification trend through time was observed throughout the soil profile, with more widespread changes in the subsoil, however, only isolated parts of the study area were predicted to have experienced a statistically significant change in soil pH over time. This acidification was at least partly due to management practices associated with irrigated cotton production, but was primarily attributed to the leaching of basic cations and dissolution of carbonates, caused by increased water flow throughout the profile as a result of periods of very high rainfall. While soil acidification trends generally cause significant concern, this is less of an issue in the highly alkaline soils of this semi-arid region.

Chapter 5 concerns the changes in soil salinity and sodicity from 2002 to 2015 in the study area. While soil electrical conductivity (EC) is easily measured by traditional laboratory methods, analysing soil exchangeable sodium percentage (ESP) by traditional laboratory methods is both time and cost limiting. Because of this, soil spectroscopic techniques were used to predict soil ESP and fill the gaps in the dataset where necessary, with results showing that ESP could be predicted with high accuracy using this approach. Soils of the Hillston district were found to be generally non-saline, and some clear temporal changes in salinity were detected over the study period. While no considerable changes in soil salinity were detected under the natural land use, a mean desalination trend was observed in irrigated cotton production, and an increase was observed in soils under irrigated horticultural production. The contrasting directions of soil salinity was primarily attributed to the application of varying quantities and qualities of irrigation water, as well as the addition of salt-containing fertilisers in horticultural production. Much of the soil at Hillston was found to be sodic, and a trend of increasing soil sodicity through time was observed. The cause of this increase in
sodicity was not clear, although it was likely due to the continual addition of sodium to the soil system through irrigation and fertilisers. The observed trend of increasing ESP and decreasing EC in some parts of the study area is concerning for soils under irrigated agriculture, as this could have substantial negative implications for soil structural integrity.

Chapter 6 focuses on simultaneously predicting soil organic carbon (SOC) content in four dimensions (eastings, northings, depth and time) using multivariate linear mixed models. Rather than modelling each sampling depth at the two time points, as was done in Chapter 4 and 5, two time points (2002 and 2015) and two depths (0-0.1 and 0.3-0.5 m) are modelled in combination. Because analysing SOC content by traditional laboratory methods can be laborious when the soil sample contains inorganic carbon (SIC), as is often the case in arid regions, the SOC and SIC content of samples was predicted using soil spectroscopic techniques. In addition to using VisNIR spectra, easily measurable and readily available soil property data (pH and total carbon content) were also used as predictor variables in the Cubist models, and including this ancillary soil data as predictor variables gave very accurate predictions for both SOC and SIC content. The soils at Hillston were found to contain low levels of SOC, and topsoil maps of SOC content showed that some areas were predicted to have experienced an increase in SOC content during the study period. This increase in SOC content did not appear to be a function of land management, but rather a result of several years of high rainfall experienced in the study area.

Chapter 7 focuses on developing a methodology for modelling soil inorganic carbon (SIC) in space and time. Datasets of SIC are often zero-inflated (i.e. many zero values) and also highly skewed compared to datasets of other soil properties, and cannot be directly modelled using standard statistical modelling approaches or the BLMM/MLMM method used in the preceding research chapters. This chapter uses ‘mixture models’ to overcome these challenges, where SIC content maps for a subsoil layer (0.3-0.5 m) are created. This involves initially modelling the presence or absence of SIC in the study area, and then separately modelling SIC content using values from the dataset that are greater than zero only. The results from these two models are then combined, producing a mixture model. This approach resulted in high quality maps that showed a realistic distribution of SIC content in the study area. No clear changes in SIC content were detected over time, although both increases and decreases in SIC content were observed at a number of sites. These fluctuations in SIC content could be due to the dissolution and re-precipitation of carbonates to/from other layers of the soil profile as a result of increased water percolation through the soil. Overall, the mixture model approach was deemed successful, suggesting that this method could be adopted by other studies.
that aim to model SIC content, or to model other environmental properties that have a similarly unusual distribution, such as soil contaminants.

Overall the use of BLMMs and MLMMs to model soil properties in space and time resulted in accurate predictions, logical soil maps, and greater ability to detect statistically significant changes in soil properties over time. The research presented here concludes that there have been changes in several aspects of the soil in the semi-arid irrigated cotton-growing district of Hillston. From an agricultural production viewpoint, there have been some positive changes in soil properties, such as the highly alkaline soils moving towards neutral, and the increase in SOC content, as well as undesirable shifts in soil condition, such as an increasing ESP. It was clear that irrigated cotton production impacted different soil properties from 2002 to 2015, although these changes were not necessarily negative. It was also apparent that the significant shifts in rainfall patterns during the study period also had an impact on many aspects of soil condition, suggesting that appreciable changes in soil condition can occur at the decadal scale as a result of changes in climatic conditions.
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Chapter 1

1. General Introduction
Soil is an extremely valuable finite natural resource that provides many irreplaceable services to the earth system. These include food and fibre production, water cycling and filtration, waste decomposition, nutrient cycling, and carbon sequestration. The world is currently faced with the challenge of international food security, and global soil resources will play a pivotal role in meeting this challenge, as well as a suite of other global environmental sustainability challenges (McBratney et al. 2014). It is known that anthropogenic activity can change the properties of soil considerably over relatively short time scales, however, it is less clear how the recent climatic shifts observed throughout the globe will influence changes in soil condition.

The agriculturally-important semi-arid regions of eastern Australia generally possess arable soils that have valuable attributes for cropping, but they are also characterised by several inherent soil issues and constraints, such as low levels of soil organic carbon, and high alkalinity, salinity, and sodicity (Onus et al. 2003). There have been some significant shifts in land use and land management in these semi-arid areas, as well as considerable fluctuations in rainfall patterns over the last decade or so. During the early 2000s, much of eastern Australia experienced the ‘Millennium Drought’, which was considered to be the worst drought ever recorded in many districts. In 2010, the emergence of La Niña ended this extended dry period, and several consecutive years of very high rainfall were received. The semi-arid region surrounding the township of Hillston in south-western NSW is a particularly good example of an area that has experienced both of these land use and climatic changes. At Hillston, irrigated cotton production is the primary agricultural enterprise, and irrigated cotton is considered to be one of the most intensive agricultural crops grown in Australia, which can place significant pressure on the soil. Irrigated cotton receives large amounts of applied water, substantial fertiliser inputs, requires constant cultivation, and heavy machinery is regularly driven over the soil. While land management had to be adjusted at Hillston to adapt to the fluctuating rainfall patterns, the area under irrigated agriculture (cotton and horticulture) has continued to expand in the last decade or so, with this primarily due to the increased utilisation of groundwater from aquifers.

These changes in land use and climate have the potential to alter a suite of soil properties. Despite this, most of the attention in soil monitoring research has been on monitoring the response of soil organic carbon to these driving factors of change, with other important soil attributes typically disregarded. In addition to this, very few studies have considered monitoring beyond the topsoil, but subsoil constraints such as acidity, alkalinity, salinity and sodicity, are often the most limiting factors to agricultural production in many areas. Studies that disregard subsoil properties usually do so due to the laborious and cost-intensive nature of collecting these samples. Similarly, soil properties that
are difficult to measure by traditional laboratory methods, such as exchangeable sodium percentage (ESP), are often ignored due to resource limitations. Recently, there has been significant focus on the use of spectroscopic tools, such as visible near infrared (VisNIR), to predict soil properties due to the cost and labour savings that come with these approaches (Viscarra Rossel et al. 2006). There is considerable promise in using these techniques to predict difficult-to-measure soil properties, and this may encourage the monitoring of a suite of important soil properties, rather than just those soil properties that can be easily measured by traditional laboratory methods.

There are various approaches to monitoring spatio-temporal soil change, and each method possesses individual benefits and limitations. Recently, there has been much focus on using soil data that already exists, otherwise known as ‘legacy data’ (Marchant et al. 2015). While legacy data has its limitations, it is both cost- and time-efficient, and can be invaluable in detecting changes in soil condition if handled correctly. Legacy soil data can encompass many different types of data, but the information usually represents soil at a single time point, and there is rarely a time-series of data available. To gain a time-series of data, sites that were sampled in legacy soil surveys can be resampled at a different time point. This soil information from the same site, extracted at different time points, is often referred to as ‘co-located’ data, and this can be particularly beneficial in evaluating temporal changes in soil condition.

Many soil monitoring studies involve the modelling of soil properties to create digital soil maps (DSM), and there is an increasing amount of free and readily-available spatial information that can be used as covariates to do this. There are various methods of modelling soil properties to create DSMs, but certain approaches are advantageous for soil monitoring purposes, particularly when a time-series of co-located soil data is available. There is often a strong correlation between the values of a soil property extracted at different time points, and it is possible to utilise this correlation to improve the accuracy of soil property predictions. One modelling approach that can take advantage of this is multivariate linear mixed models (MLMMs) (Lark and Papritz 2003). In this approach, a soil property can be simultaneously modelled at multiple time points, rather than independently modelling soil at each time point. Using MLMMs creates soil maps that have a coherent relationship through time, and is particularly beneficial when the dataset from one time point possesses more sampling locations than another. Another advantage of using MLMMs to model/monitor soil properties is that the covariance at sites can be included in the calculation of the contrast variance. This contrast variance is then used in the calculation of a test statistic, which subsequently allows greater sensitivity in determining whether a statistically significant change in a soil property has occurred over time. Most monitoring studies ignore the statistical significance of
any observed changes, and simply show the difference of soil maps at different time points, which can lead to considerable misinterpretation about actual changes in soil properties.

The literature review in this thesis focuses on the various methods of monitoring and modelling spatio-temporal changes in soil condition, and the benefits and disadvantages of the different approaches are discussed. A review of current knowledge surrounding the impact that climatic fluctuations and agricultural management practices have on a suite of important soil properties is also undertaken. In this thesis, soil data from a baseline legacy soil survey conducted in 2002 is used, along with soil data from a repeat soil survey undertaken in 2015 in a semi-arid irrigated cotton-growing landscape surrounding the township of Hillston in south-west NSW, Australia. There is a common theme of fully-utilising and maximally-benefiting from the data and techniques that are available, including the use of already-existing soil information, the use of modelling approaches that takes advantage of available data, and the use of spectroscopic analytical techniques that are both cost- and labour-efficient. More specifically, aims of this thesis with associated research questions are:

1. To explore the status and change of multiple soil properties over a 13-year period in a semi-arid irrigated cotton-growing region using legacy and newly-collected soil survey data
   
   a. What is the status of soil condition at Hillston?
   b. Has soil condition changed at the various sampling depths to 1.5 m since the original 2002 survey?
   c. How have different land uses and land management impacted the change in soil properties?
   d. How has fluctuating rainfall patterns influenced the change in soil properties?
   e. Is any detected change in soil properties desirable or undesirable? Has soil condition improved or declined?

2. To use bivariate linear mixed models (BLMMs) and multivariate linear mixed models (MLMMs) to monitor, model and map soil properties in space and time using co-located soil data
   
   a. Can these models be used to accurately predict different soil properties in space and time?
   b. How does the inclusion of temporal correlation improve soil maps?
   c. How does the inclusion of both temporal and vertical spatial correlation improve soil maps?
   d. Are these approaches advantageous in detecting statistically significant temporal changes in soil properties?
3. To use visible near infrared (VisNIR) spectroscopy in combination with traditional laboratory methods to predict properties
   
   a. How accurately can soil exchangeable sodium percentage be predicted using these spectroscopic techniques?
   b. How does the inclusion of readily-available, ancillary, laboratory-measured soil data such as soil total carbon content and pH improve the prediction of soil organic and inorganic carbon content?

4. To determine a spatio-temporal modelling/mapping technique that can sufficiently deal with the zero-inflated and highly-skewed datasets of soil inorganic carbon (SIC) content
   
   a. Can the ‘mixture model’ approach be used to do this?
   b. Can maps of SIC content accurately be created by taking the difference of soil total carbon and soil organic carbon content maps?
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2. Review of the literature – Monitoring & modeling soil change - the influence of human activity & climatic shifts on aspects of soil spatio-temporally

Published as:

Abstract

Soils naturally change through time, but anthropogenic activity has significantly altered the rate and direction of soil change. As well as further impacts of human activity on soil into the future, it is also expected that recent climatic shifts will have an important effect. Certain soil properties are more susceptible to change than others, and it is essential that we focus on monitoring a suite of these important soil properties. There are a variety of methods of measuring and monitoring these changes in soils throughout the world, each having their own advantages and disadvantages. Historically, long-term soil experiments and space-for-time-substitution studies were relied upon, however, there has been a shift in focus to assessments of soil change over larger areas. For this reason there has been increasing encouragement for nations and regions to implement structured soil monitoring networks. These networks are effective, but time and resource consuming to implement and maintain, and are simply not an option for many parts of the world, which has led to recent focus on utilising existent soil data, or ‘legacy data’ to detect changes in soil over space and time. Whether legacy data is in the form of soil surveys or laboratory databases, it does come with limitations, but also presents many opportunities in detecting historical and present changes in soil condition. There are several challenges in soil monitoring studies, such as detecting a significant change in soil properties, the issue of soil spatial variation, operational issues, and the difficulty in disentangling the effects of climate and management. While it is important to know of historical changes in soil condition, it is imperative to predict how climate and management will influence soil change into the future, and this can be done by using temporal soil models. There are two broad types of models available; process-based and empirical models, and there have been many recent increases in the number and quality of these models. As we strive to move away from laborious and expensive soil surveys, these models become more invaluable, however they should not necessarily be seen as a replacement for monitoring studies, but as an addition. This review reinforces the cruciality of soil monitoring, and suggests that we should focus on the wealth of soil legacy data available to us from previous soil measurement exercises. Rather than a sole emphasis on a select few topsoil properties, we should focus on a suite of important soil attributes at various vertical depths. There seems to be comprehensive understanding of the impact different agricultural activities have on soil change, but the same cannot be said for the impact of climatic shifts, and this must improve. Furthermore, it is essential to utilise available statistical analysis methods to detect change, and to provide figures of model quality in these studies. With all this in place, the accurate representation of past and future changes in soil condition is possible, providing a guide for future landuse adaptation.
2.1. Introduction

Soil is an extremely valuable finite natural resource, although its importance has often been overlooked. Humans are concerned with change in the environment, but as visual creatures this concern has typically been focused on visible changes on top of the landscape rather than changes in what lies beneath. The world is currently faced with the global environmental sustainability challenges of food security, water security, energy sustainability, climate stability, biodiversity, and ecosystem service delivery, leading to concern on a global scale (McBratney et al. 2014). When these environmental challenges are analysed, it is clear that soil has a fundamental part to play in all of them (McBratney et al. 2014). The recognition that soil is fundamental in overcoming all of these global environmental challenges, and not solely food security, has led to increased efforts into maintaining and improving global soil resources (McBratney et al. 2014).

It is well-known that soils inherently change through time, with this change propelled by a variety of climatic and anthropogenic factors and their combined impacts (Tugel et al. 2006). The growing human population and their strain on soil resources has significantly transformed the nature, intensity, and speed of change in soil properties and is perhaps the greatest driving factor of soil change over short time scales (Tugel et al. 2006; Hartemink et al. 2008). Landuse and land management impacts on soil are particularly important in understanding soil change; however, providing information about climatic changes that occur on the human time scale must not be neglected (Tugel et al. 2006). The role that climate change plays in altering soil condition, and how soils respond to changes in temperature, rainfall and atmospheric composition has recently received much attention on the global scale (Brevik 2012).

In order to ensure the security of our soil resources and to better understand climatic and anthropogenic impacts on soils, it is essential that we assess and monitor soil condition, and the direction and nature of soil change on a regional, national and global scale (Wilson et al. 2010). Soil monitoring is essential for the early detection of changes in soil condition (Morvan et al. 2008), as soil degradation typically occurs slowly and is often irreversible (Arrouays et al. 2012). Many nations have realised this importance for soil monitoring, and it has recently been strongly promoted worldwide to assess soil condition to prioritise investment in natural resource management. Although the development of soil monitoring networks (SMNs) is particularly useful, it is not the sole method of assessing how soil has changed over time. It can be extremely expensive to implement SMNs and information on the extent of soil change is not immediately obtained, as rates of change can only be predicted after soil properties have been measured twice (Marchant et al. 2012). Because of these limitations, many have turned to more cost efficient methods of assessing soil
change that produces immediate information, with a strong recent trend of using soil data that already exists, otherwise known as soil legacy data.

While monitoring soils is an important method of providing information for natural resource management, it is essential that SMNs and soil change studies consider the beneficial supplementary activities of soil mapping and modelling (McKenzie et al. 2002; Arrouays et al. 2014). The integration of soil monitoring, mapping and modelling provides an opportunity to fully utilise gathered information, and to achieve maximum benefit from this information (McKenzie et al. 2002). Digital soil mapping (DSM) allows huge datasets to become easily interpretable, and is very effective at displaying and understanding the spatial information and variability of soil (Bui 2006). There have been recent advances in DSM techniques and the availability of environmental covariate information, with increasingly accurate predictions of soil properties at unvisited locations able to be made. Much of the attention of DSM has been solely focused on modelling the spatial variation and distribution of soil properties; however, DSM techniques are now increasingly being used to display temporal shifts in soil properties concurrently. The use of DSM techniques to show changes in soil properties is growing, particularly as soil change and soil security become more pressing issues in the scientific and political community.

While monitoring provides information regarding past and present soil conditions, the inclusion of future temporal modelling in soil change studies delivers insight into rates of soil change over relatively long time scales into the future, providing crucial information for decisions on natural resource management funding and policy (McKenzie et al. 2002). Unlike soil monitoring, predicting soil change into the future is not plagued with massive financial costs, and thus provides an extremely useful, cost-efficient method for predicting how changes in future climates and landuses will affect the soil resource. Not all methods and approaches to assessing and monitoring soil change provide the appropriate information to adequately perform mapping and modelling, and unfortunately, many studies that do have the relevant information still fail to combine these activities, eliminating the opportunity to benefit from the collected soil data in the greatest way (McKenzie et al. 2002).

2.2. Soil properties most susceptible to anthropogenic activity and climate change

We know that soil changes over time, but certain properties of soil are more susceptible to change, while others are more resistant to driving factors such as climatic shifts and anthropogenic activity (Tugel et al. 2006). For example, clay content of a soil is unlikely to change significantly as a result of increasing temperatures or applications of organic amendments on a decadal scale. In contrast, it could be expected that soil organic carbon (SOC) levels would likely be affected as a result of the same shifts in climate and management over the same time scale.
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The susceptibility of certain soil attributes to change, and the perceived importance of these attributes, is a major factor in determining the soil properties of focus in soil monitoring and change studies. Soil properties that are considered to be of both agricultural and environmental importance are often of principal interest. Soil degradation indicators such as erosion, salinity, pH, fertility indicators and SOC are common aspects monitored in soil change studies, although this varies according to individual, regional and national interests and concerns. In particular, SOC has recently taken much of the spotlight, principally due to the growing idea that SOC sequestration could potentially counteract greenhouse gas emissions (Wilson et al. 2010), and its worth as an indicator of overall soil condition due to its relations with chemical, physical and biological properties of soil (McKenzie et al. 2002; Jones et al. 2008).

An important concept to consider in this discussion is how easily a degraded soil property can be replenished, or the ‘degree of reversibility’ of a soil property (Hartemink 2006). It is easier to reverse degradation of certain soil properties, for example, depleted soil phosphorus reserves can be replenished by the application of inorganic fertilisers, but restocking SOC levels to their natural state would prove much more difficult (Hartemink 2006). The depth that change has occurred also has significant implications, as it is generally simpler to alter topsoil properties than those deeper down the soil profile (Hartemink 2006). The inherent resilience of the soil also plays an important role in soil change. Soils have an intrinsic capability to resist and recover from external disturbance, but this varies with soil type (Lal 1997).

2.2.1. Anthropogenic activity

The effect of human activities on the soil resource has long been a topic of interest, with much literature discussing this subject (Tugel et al. 2006; Richter et al. 2007; Richter et al. 2011). Almost no characteristic of soil is immune to alteration from human activities, and it is well known that humans can have a significant effect on most soil properties over relatively short timescales. Whether this activity is deforestation, mining, landuse change, fertiliser application, tillage, etc., there can be significant alterations of soil chemical, physical and biological properties, with the potential to greatly accelerate soil degradation (Stockmann et al. 2013).

Humans can drive soil change through a multitude of actions, but the most globally significant is undoubtedly agriculture. While landuses such as mining and landfill/waste-sites may have a severe and intense impact on the soil resource at a particular location, there is no landuse that mantles the earth as extensively as agriculture. There is an assumption that human activity and agriculture inherently leads to degradation of the soil resource, but this is not always the case, with several positive impacts resulting from human activity. For example, human activities are known to
have lowered SOC levels in some areas (Saby et al. 2008a; Karunaratne et al. 2014), but increased SOC levels in other locations (Minasny et al. 2012; Ross et al. 2013).

As aforementioned, the various roles human activity and agriculture play in altering different soil properties are extensive, but there are certain human activities that have a strong impact on very important soil attributes globally that should be highlighted (Table 1). These activities largely correlate to the major soil degradation issues that the world faces; soil acidification, erosion, salinisation, compaction, and loss of fertility (Oldeman 1994). Soil acidification is largely driven by the removal/displacement of basic cations in the soil, which is typically caused through excessive leaching in areas continuously irrigated or through their removal when plant biomass is continuously harvested. Soil erosion is often triggered by the conversion of land from its natural state into arable land, where groundcover is removed and the soil exposed, making it vulnerable to displacement from wind and water. Soil salinisation can be brought on by continuous irrigation as salts are accumulated in the soil (because the water is used by the plants, but the salt naturally found in the irrigation water remains in the soil), or through dryland salinity, where salt is brought to the surface by capillary action in areas with salty shallow water tables, and is particularly accentuated by the removal of trees and perennial plants. The physical deterioration of soils is also a major degradation issue, with activities such as repeated trafficking of heavy machinery and pressure from livestock causing significant soil compaction. The loss of soil fertility is commonplace in agricultural soils worldwide and is caused by constantly ‘mining’ the soil for nutrients without replenishment from some external source, and eventually results in nutrient depletion. The impact humans have on SOC stocks have also become a major concern in recent decades, and activities such as deforestation and continuous cultivation have dramatically reduced SOC stocks in many areas of the world. These major, human-induced soil degradation issues and the activities driving them are summarised in Table 1.
## Table 2.1: Major global soil degradation issues resulting from human activity/agriculture

<table>
<thead>
<tr>
<th>Issue</th>
<th>Anthropogenic driving factor and nature of soil change</th>
<th>Example rates of change (topsoil)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Erosion</strong></td>
<td>Soil compaction and bulk density increases under heavy machinery and livestock</td>
<td>-0.015% yr⁻¹ BD; +0.004 g/cm³ yr⁻¹ Po</td>
<td>Hamza and Anderson 2005</td>
</tr>
<tr>
<td></td>
<td>Continuous mining of surface nutrients leads to depletion</td>
<td>N: -14 to -20 kg ha⁻¹ yr⁻¹; P: -2 to -3 kg ha⁻¹ yr⁻¹; K: -12 to -18 kg ha⁻¹ yr⁻¹</td>
<td>Hartemink 2006; Stoorvogel et al. 1993</td>
</tr>
<tr>
<td><strong>Salinization</strong></td>
<td>Removal of deep-rooted plants causes water table rise</td>
<td>ECe = electrical conductivity of a saturated soil extract</td>
<td>Guo and Gifford 2002; Saby et al. 2008b; Sleutel et al. 2003; Goidts and van Wesemael 2007</td>
</tr>
</tbody>
</table>

It is important to highlight that these rates of change are often not linear. (BD = bulk density, Po = total porosity, N = nitrogen, P = total phosphorus, X = physical, P = chemical, ECe = electrical conductivity of a saturated soil extract) (Sensitivity = low = (), - high = (***))

### Notes:
1. Decreases in vegetation and composting increases soil organic matter.
2. Reductions in erosion and salinization increases soil fertility.
3. Reductions in erosion decreases soil physical deterioration.
4. Removal of deep-rooted plants causes water table rise.
5. Continuous mining of surface nutrients leads to depletion of soil nutrients.
7. Continuous mining of surface nutrients leads to depletion of soil nutrients.
2.2.2. Climatic shifts

In contrast to the effects of anthropogenic activities on soil change, the effects of climate change in the anthropocene on soil properties are not yet well understood, and there is much debate regarding its potential impact on soil condition. Globally, there have been recent observations of changes in atmospheric temperature and composition, and precipitation amounts and patterns, with further changes anticipated. We do not know the severity of these future changes, but we can expect that this will influence the nature and extent of shifts in soil condition (Brevik 2012). While there is a multitude of soil properties understood to be significantly affected by anthropogenic activity and management, there are believed to be a smaller number of attributes susceptible to changes in climate over the human time scale (Tugel et al. 2006). However, it has been suggested that climate change will impact soil chemical, physical and biological properties and hence ecosystem functionality and agricultural productivity (Allen et al. 2011; Brevik 2012).

It is commonly accepted that one of the soil properties most vulnerable to climate change is SOC content, and this is partially the reason for the recent emphasis on SOC research and monitoring. Climate change is expected to significantly alter SOC dynamics, and consequently alter many of the other chemical, physical and biological properties associated with SOC (Brevik 2012). Increasing atmospheric and soil temperatures are expected to significantly decrease carbon storage in soils through increased decomposition of labile pools of carbon (Kirschbaum 1995; Paré et al. 2006). This is partially a result of the alteration of soil microbial community structure and function observed with increasing temperatures, which hastens the degradation of SOC, and thus releases more CO₂ into the atmosphere (Frazer 2009). In general, SOC stocks increase as mean annual temperature decreases worldwide (Post et al. 1982; Stockmann et al. 2013) and the sensitivity of SOC decomposition rates to temperature increases is believed to be much greater at lower temperatures than at warmer temperatures. Kirschbaum (1995) proposed that a 1°C increase in temperature could cause a SOC loss of 10% in areas with an annual mean temperature of 5°C, whilst regions with an annual mean temperature of 30°C would only lose 3% (Kirschbaum 1995). Temperature increases are also expected to significantly alter nitrification and nitrogen mineralisation (Rustad et al. 2000).

While we have some knowledge that SOC is affected by increasing atmospheric and soil temperatures, we are still unsure of the significance this will have on global SOC levels. Several regional and national studies at decadal scales have shown that despite increasing air temperatures, SOC levels have remained constant or increased in some areas of the world (Fantappiè et al. 2011; Yan et al. 2011; Minasny et al. 2012). These increases were attributed to improved land management practices and indicate that the effect of management supercedes that of a warming
climate, however, this theory can only be true for land areas that are actively managed, and have little significance in un-managed and ‘natural’ areas (Minasny et al. 2012). Overall, we have some preliminary understanding of the impact increasingly fluctuating temperatures will have on SOC, soil nitrogen and soil microbial communities, but the effects of this on other important soil attributes is poorly understood.

Precipitation patterns and amounts are anticipated to shift significantly, and it is generally expected that dry areas will become drier, wet areas will become wetter, and that rainfall events will become more severe (Trenberth 2011). It is expected that these shifts will have a significant impact on the soil resource, as water influences many soil properties. The predicted changes are both positive and negative, and often contradictory. For example, increased rainfall amounts in some areas could increase leaching, which may further accentuate soil acidification, but may also reduce salinity issues. It is known that SOC is susceptible to increased decomposition under heightened moisture availability, but it is difficult to anticipate how this will influence global SOC stocks (Craine and Gelderman 2011). Reduced rainfall and drought in some areas may lead to salt accumulation in soils, and decrease groundcover, resulting in a greater potential for wind and water erosion. It could also be expected that increased intensity of rainfall events will increase the severity of soil water erosion. In addition to the direct impact of shifting rainfall patterns and amounts on soil, the indirect impacts of this shift will also play a strong role, as this will influence plant growth and the availability of irrigation water, which will be a major contributor to land management decisions made by landholders (Raison and Khanna 2011).

In regard to changes in atmospheric composition, the combination of rising temperatures and CO$_2$ concentrations may alter net primary productivity (NPP) and the amount and type of organic inputs to soil, potentially increasing SOC levels (Stockmann et al. 2013), and causing further complications in predicting future global SOC stocks. Elevated atmospheric CO$_2$ concentrations are also expected to have a significant impact on nitrogen mineralisation, immobilisation, availability and nitrification (Müller et al. 2009; Norby et al. 2010).

The degree of change in soil properties and characteristics as a result of climate change will be significantly influenced by soil type and the specific location. As soil is such an interactive and complex system, the alteration of certain properties will in turn affect the whole soil environment (Reth et al. 2005). Furthermore, the indirect effects that climate change will have on how humans interact with the soil will also play a significant role. Overall, it is evident that we have a rudimentary understanding of the impact that climate change may have on some important soil characteristics; however, due to the complex nature of this issue, we are uncertain of the impact this will have on a
global scale. A summary of the properties and characteristics expected to be significantly impacted by climate change is provided in Table 2.
<table>
<thead>
<tr>
<th>Soil properties/characteristics</th>
<th>Expected change and climatic driving factors</th>
<th>Time before sig. change</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organic carbon</strong></td>
<td>Increased rainfall could increase dissolution of soil carbonates</td>
<td>Decades</td>
<td>Suarez (2006), Kay et al. (1994)</td>
</tr>
<tr>
<td><strong>Aggregate stability</strong></td>
<td>Decreased, with and drying resulting in reduction in aggregate stability</td>
<td>Decades</td>
<td>Allen et al. (2011)</td>
</tr>
<tr>
<td><strong>Soil erosion</strong></td>
<td>Decreased SOM levels – decreased CEC levels</td>
<td>Decades</td>
<td>Suarez (2006), Allen et al. (2011)</td>
</tr>
<tr>
<td><strong>Soil biota</strong></td>
<td>Potential increased biomass production could increase decomposition through product removal</td>
<td>Decades</td>
<td>Russian &amp; Khamis (2011), Tangu et al. (2003)</td>
</tr>
<tr>
<td><strong>Aggregate stability</strong></td>
<td>Decreased, with and drying resulting in reduction in aggregate stability</td>
<td>Decades</td>
<td>Kay et al. (1994)</td>
</tr>
<tr>
<td><strong>Inorganic carbon</strong></td>
<td>Increased rainfall could increase dissolution of soil carbonates</td>
<td>Decades</td>
<td>Suarez (2006)</td>
</tr>
<tr>
<td><strong>CEC</strong></td>
<td>Decreased SOM levels</td>
<td>Decades</td>
<td>Magdoff and Weil (2004)</td>
</tr>
<tr>
<td><strong>Aggregate stability</strong></td>
<td>Decreased</td>
<td>Decades</td>
<td>Allen et al. (2011)</td>
</tr>
<tr>
<td><strong>Soil erosion</strong></td>
<td>Reduced rainfall could increase acidification</td>
<td>Decades</td>
<td>Suarez (2006), Allen et al. (2011)</td>
</tr>
<tr>
<td><strong>Soil biota</strong></td>
<td>Potential increased biomass production could increase decomposition through product removal</td>
<td>Decades</td>
<td>Russian &amp; Khamis (2011), Tangu et al. (2003)</td>
</tr>
<tr>
<td><strong>Aggregate stability</strong></td>
<td>Decreased</td>
<td>Decades</td>
<td>Kay et al. (1994)</td>
</tr>
<tr>
<td><strong>Inorganic carbon</strong></td>
<td>Increased rainfall could increase dissolution of soil carbonates</td>
<td>Decades</td>
<td>Suarez (2006)</td>
</tr>
</tbody>
</table>

| Table 2.2 – Summary of soil properties/characteristics expected to be significantly impacted by climate change, and the mechanisms driving those changes |
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2.3. Methods of measuring and monitoring soil change

The study of soil change is far from one-dimensional, and there are a variety of approaches and methods that can, and have been, undertaken (Richter and Markewitz 2001). The particular approach chosen to assess soil change depends on available funding, existing soil data, soil properties of interest, long-term intentions, scale of the study, and the statistical skills of people involved. Not all approaches to measuring and monitoring soil change adequately fulfil the three pillars (monitoring, mapping and modelling) of understanding spatio-temporal soil change, however, each approach has its own advantages and disadvantages.

One of the oldest techniques in assessing soil change is the use of space-for-time substitution (SFTS), which is also commonly known as paired-sites in soil science. This approach uses the assumption that soils in different spatial positions (usually across a fence) in the landscape correspond to different phases in the temporal response to a driving factor, such as landuse change (Pickett 1989; Hodson et al. 1998; Schjønning et al. 2009). This technique is typically used on small areas, but is relatively inexpensive and particularly useful where there is little or no data on soil properties for the area of interest (Pickett et al. 1989). In a strict sense, paired-site sampling is not a soil monitoring technique as soil samples are not collected and analysed at different time periods, but it can be a useful way of assessing how soil changes over time as a result of some driving factor.

Long-term soil experiments (LTSE) are studies conducted on an individual farm or research station where soil properties are periodically sampled over an extended period of decades to centuries. Although somewhat few in number due to the high costs and effort involved, LTSEs have greatly assisted in developing an understanding of change in soil properties and processes over relatively long time scales (Richter et al. 2007). Information obtained from LTSEs could be seen as quite limited due to the experiments being performed over such a small area, however, they have contributed greatly to the development of simulation models, such as the RothC carbon simulation model from the Rothamsted experiments. The biggest advantage of these experiments is that they provide reliable, densely sampled in time soil data regarding soil change over longer timescales than many other approaches (Richter et al. 2007).

The use of purpose built soil monitoring networks (SMN) is perhaps the most effective way of reliably assessing temporal change in soil condition over large areas. The quality, as well as the scale of true SMNs is highly varied, and ranges from sparse to dense data and from regional to national soil monitoring projects. While SMNs are invaluable in detecting soil change, initiating and maintaining SMNs is extremely time and resource consuming, and this is the largest reason for the relative lack of such networks around the globe. There are largely two approaches used when
sampling within SMNs; the use of design-based systems, which uses probabilistic sampling, and the use of model-based systems, which uses systematic or purposive sampling, with each of these approaches having their own advantages and appropriateness for purpose (de Gruijter et al. 2006).

While many countries do not have established SMNs, many often do have soil legacy data that can be utilised in detecting spatio-temporal variations in soil properties (Karunaratne et al. 2014). Soil legacy data in this review is defined as; any existing soil observations that can be used to detect, or assist in detecting spatio-temporal variation in soil. Legacy soil data is extremely broad in its nature and extent, and can range from local soil surveys to national soil databases. Utilising this legacy data often encompasses many challenges, including that the data was not collected for the purpose of soil monitoring, and thus often lacks proper statistical design (Marchant et al. 2012). Nevertheless, legacy data provides a great opportunity to understand spatial and temporal changes in soil at a low cost, and is often the only option in data-sparse areas of the world.

Just as soil legacy data is wide-ranging in its type, so too are the approaches to its use. Some studies use several time-series legacy datasets to infer soil change, eliminating the need to resample, while others use a combination of legacy data and re-sampling a specific area – either at the same sites as the legacy data, or new locations. Much of this legacy data is in the form of soil surveys, either originally collected to characterise soil units for traditional soil type mapping, or to conduct a general soil survey of a particular area (Karunaratne et al. 2014). Soil test databases can also be utilised to infer change in soil properties over time. These databases can contain thousands to millions of soil test results collected over a long timeframe and typically large areas. This approach is inexpensive as it requires no resampling, but there are many limitations and challenges typically not faced with other types of legacy data, such as numerous sources of bias and lack of location information (Saby et al. 2008a, Marchant et al. 2012). Another approach is analysing archived soil samples to understand and detect soil change. The source of these archived samples play a major part in the quality of these studies, with samples being used from LTSEs, soil surveys or even structured SMNs.

In soil monitoring studies, long-term changes are considered more important than short-term variations, and therefore long-term monitoring is more highly regarded as it provides better information regarding more permanent changes in soil condition. However, if the time steps are too far apart, important shorter-term variations may be missed and may disguise what has happened or has caused that change. It is thus preferential to monitor over the long-term with relatively short time steps (Hartemink 2006).
2.3.1. 

Space-for-time-substitution/chronosequences/paired-sites

There is much confusion in the literature about the exact definitions of space-for-time-substitution (SFTS), chronosequences, and paired-sites, particularly since many of these definitions have been developed in other disciplines of environmental science, and have since been re-appropriated for soil science. For example, Pickett (1989) refers to SFTS as “inferring a temporal trend from a study of different aged sites”, while Hartemink (2006) refers to SFTS studies as those which have an assumption that soils of a set of sites are the same. These definitions are clearly antagonistic. The terms chronosequence and paired-sites are also often not clearly defined and used synonymously or incorrectly by many studies (e.g. Tye et al. 2013; Kuraganova et al. 2014). Despite this, these terms all share a common theme; to infer a temporal trend from a study of a set of sites in different spatial positions, sampled once, and at the same time.

For the purpose of this review, an attempt to define each of these terms from a soil science perspective will be made based on the various definitions provided by the literature. In general, SFTS is used quite loosely, and is often treated as an umbrella term which encompasses chronosequences and paired-site sampling. In paired-site studies, sampling is undertaken at the same time from an undisturbed location (typically in a natural state), and an adjacent disturbed location (typically agricultural land). This is commonly referred to as across-the-fence, adjacent, or bio-sequential sampling in soil science. In paired-site sampling it is assumed that soils of cultivated and undisturbed land are equivalent, and that any observed changes in soil properties are because of dissimilarities in landuse and management (Hartemink 2006). In soil science, chronosequences are most often referred to as a set of sites that share many similar soil forming factors (climate, organisms, relief, and parent materials), but the soils are of different ages (Sauer 2015).

When analysing the impact of landuse or climatic fluctuations on soil change, it is vital that all other soil-forming factors remain constant. How can you disentangle the impact of landuse/climatic shifts on soil when the soils are deemed different? For this reason, chronosequences are not particularly useful to detect decadal changes, as dissimilarities in soil properties could be a result of the differing ages of parent materials at different sites, and not due to landuse, or climatic differences. Although uncommon, SFTS can be used to study the impact of climatic changes on soil properties. Areas with constant factors such as geology, plant species etc., but with different climatic gradients can be used to predict how future climatic conditions will influence soil change (Barraclough et al. 2015). This approach has several limitations such as many inherently dissimilar factors, and several assumptions (Fukami and Wardle 2005). Used much more commonly, is the use of SFTS to interpret the historical effects of landuse change on soil properties.
The use of these approaches to observe soil change can be quite useful, particularly when there is a lack of legacy data and when the time of landuse change is known. It is commonly used for smaller scale studies, and was historically the most commonplace approach of assessing temporal soil change (Pickett et al. 1989). Such studies commonly assess how soil has changed over relatively long time periods, ranging from decadal scales (Rampazzo et al. 1999a; Rampazzo et al. 1999b; Mudge et al. 2014), to centuries (Cattle et al. 1994; Tye et al. 2013).

A study in Nottinghamshire, UK, used SFTS/paired-sites to assess the impact of landuse change on soil fertility, pH and carbon over more than 200 years (Tye et al. 2013). Information regarding landuse changes dating back to 1781 was known, allowing a comparison of soil under woodland to soil that had been cleared and converted to cropping between the years of 1781 and 1881. The study showed that conversion to cropping had a significant effect on soil properties, with arable lands displaying lower SOC contents and higher pH levels in comparison to woodlands (Tye et al. 2013). Similar results were found in a study in south-eastern Australia, where an un-disturbed site of native vegetation was compared to a site that had been cleared in 1894 and had been regularly cropped since (Cattle et al. 1994). It was established that both negative (lower SOC, nitrogen, and macroporosity) and beneficial (more alkaline pH, lower salinity) changes in the soil had occurred as a result of long-term cropping. It was also highlighted that the heterogeneity of the soil had been significantly altered, with the cropping area showing much more spatially homogenous results in several soil properties, resulting from continuous ploughing (Cattle et al. 1994).

On a shorter time scale of decades, a study on the Austrian-Hungarian border used SFTS/paired-sites to compare undisturbed soils with adjacent agricultural soils of Austria and Hungary (Rampazzo et al. 1999a; Rampazzo et al. 1999b). The undisturbed plot had not been cultivated for over 50 years; the Austrian plot had been subjected to intensive smallholder farming, and the Hungarian plot subjected to extensive broad-scale farming, resulting in very different soil management practices over the previous 50 years. Results from both agricultural sites showed that there was a significant alteration of several important physical, chemical and biological soil properties compared to undisturbed sites, with large differences in soil condition between sites, driven by rigorous agricultural management. Agricultural areas showed decreases in SOC, loss of nutrients, reduced microbial activity, and higher bulk density, and underlined the sensitivity of important soil attributes to change through agricultural practices (Rampazzo et al. 1999a; Rampazzo et al. 1999b). A similar, but much more extensive study compiled a database consisting of soil results from SFTS/paired-site studies to assess how SOC levels were impacted by wide scale landuse change over the Russian Federation. The collapse of collective farming after 1990 caused the abandonment of 45 million hectares of arable land, which was found to have an overwhelmingly positive impact.
on SOC levels, with an average of 0.96 ± 0.08 Mg C ha\(^{-1}\) yr\(^{-1}\) being accumulated in the upper 20 cm of the soil profile from 1990 to 2009 (Kurganova et al. 2014).

The historic popularity of using SFTS to assess soil change can be attributed to its relatively low cost, simplicity, and immediate production of soil change information (Pickett et al. 1989). Changes in soil can happen very slowly in relation to human events and commencing long-term monitoring studies is often not feasible or practical (Richter and Markewitz 2001). Direct, continuous observations of soil are not always possible, and many of these studies fail to extend beyond decades, thus shifting the focus to indirect methods of inferring soil change (Mudge et al. 2014).

While there are multiple advantages of using SFTS, there are several shortcomings with this approach (Walker et al. 2010), and results are often interpreted in a too straightforward and simple manner (Sauer 2015). For paired-site studies, it is essential that compared sites are of the same soil type and that any detected differences in soil properties are due to management. This is often not true, and the uncultivated soil may have been of poorer quality, and consequently not cropped (Hartemink 2006). The inherent spatial variability of soil can also be easily confused with temporal soil dynamics (Mudge et al. 2014), and this issue is often amplified by the relatively few soil samples that are usually taken in these types of studies e.g. (Assad et al. 2013). Sites are also commonly selected without a statistical basis, and randomisation of samples is rare. While paired-sites are appropriate for evaluating the effects of landuse/management on soil change, they are not particularly useful in assessing climatic impacts on soil change, as sites have been subject to the same climatic conditions and no prior information is known. The heavy reliance on assumptions, and the fact that SFTS/paired-sites are frequently not used correctly, has led to misinterpretations about temporal soil dynamics, which has subsequently triggered recent criticism of the approach (Walker et al. 2010). While SFTS/paired-sites are suitable for studying temporal changes in some soil properties that are likely to be related in a predictable and temporally linear manner (e.g. carbon, pH), it is not ideal for others (e.g. soil microbial species composition and abundance)(Walker et al. 2010).

### 2.3.2 Long-term soil experiments

Long-term soil experiments (LTSE) can be described as; ‘Field experiments with permanent plots that are periodically sampled to quantify soil change across time scales of decades to centuries’ (Richter et al. 2007). Long-term soil experiments that monitor soil properties for more than a century are rare, as these experiments are highly costly and are usually prone to abandonment over time.

The most cited LTSE, and the oldest of its kind, is the Rothamsted experiment in England. Soil has been regularly monitored at Rothamsted since 1843, particularly for the Broadbalk wheat
experiment, where there has been a strong focus on soil research (Rothamsted Research 2014). Perhaps the biggest factor in the success of the Rothamsted LTSEs, and the element that separates it from the rest, is the comprehensive archiving of soil samples for over 170 years, allowing contemporary soil analytical techniques to be applied. There are over 300,000 archived soil samples, providing an extremely valuable resource for assessing soil change over time in response to different management regimes, and climatic fluctuations (Rothamsted Research 2014).

There are several other notable LTSEs throughout the world, however few are as distinguished as the Rothamsted experiments. The Morrow Plots, Illinois, USA, were established in 1876, but the earliest archival soil and chemical data dates back to 1904, with regular soil assessments undertaken at least at 10-year intervals since. Soil archiving has been much less comprehensive at the Morrow plots, and consequently much of the assessment of soil change has relied on legacy soil analysis rather than contemporary laboratory analysis (Aref and Wander 1997). Another LTSE is the Calhoun long-term experiment, South Carolina, USA, which was initiated in 1957 on old cotton fields and soil samples have been taken and archived between 1962 and 2010 (Hayes et al. 2014). There are nearly 300 LTSE studies identified on a global inventory of International LTSEs compiled by Richter et al. (2014). Experimental duration and quality of these LTSEs varies significantly, with some more useful than others in advancing our understanding of soil change (Richter et al. 2007).

As with any approach in assessing temporal soil change, there are limitations and disadvantages with using LTSEs. The proper documentation of management treatments is essential to fully understand possible driving factors of soil change, and this information is often lost over time. Additionally, if there is no soil archiving and original data has to be relied upon, there are obvious issues between comparing results from modern laboratory techniques to those of the past. Additionally, it was historically not possible to measure certain soil properties. Soil archiving does present its own problems, as soil properties change when stored for long periods of time. It is known that biological properties are extremely volatile and almost impossible to measure after significant storage, however, more stable soil properties such as pH are also known to change in storage over time (Slattery and Burnett 1992). While LTSEs provide dense data, such experiments are performed on a relatively small land area, creating issues in regards to data extrapolation to broader scales and other locations (Clark 2002; Richter et al. 2007). Nevertheless, the most noteworthy limitation of LTSEs is the significant time period before useful data is produced, and the huge cost and effort involved with initiating and maintaining these experiments.

While many scientists are cautious to commence new LTSEs, there is no doubt that well-managed LTSEs will be fundamental in understanding long-term soil trends in the future and the
effect of soil management and climatic changes on soil change (Richter et al. 2007). They are particularly useful in assessing soil properties that change over longer time scales, for example, SOC content of temperate soils generally changes gradually, and can often take over 20 years to observe significant changes (Richter et al. 2007).

One of the most useful characteristics of LTSEs is that simulation models can be tested against the data (Richter et al. 2007). The RothC carbon cycle model was developed and calibrated from data collected from the Rothamsted experiment, and simulates SOC turnover, and allows for the impacts of temperature, moisture content, soil type, and plant cover on the turnover process (Coleman and Jenkinson 1999). The model has been used in a variety of climatic zones and allows SOC outputs to be calculated from known inputs, and vice versa (Coleman and Jenkinson 1999). The RothC model is highly regarded globally by scientists and has been used for major carbon assessment projects throughout the world and to project possible changes in SOC levels into the future (e.g. Smith et al. 2005).

### 2.3.3 Soil monitoring networks

Soil monitoring networks (SMNs) can be described as; ‘A set of sites that was purposely constructed to document changes in soil characteristics through periodic assessment of an extended set of soil parameters’ (Morvan et al. 2008). Monitoring studies will be strictly referred to here as projects that were intentionally created for soil monitoring purposes, and do not refer to those studies that use legacy data from previous studies such as soil surveys. Many studies that use legacy datasets are often referred to as SMNs, however, by the definition used here are not. While paired sites, and LTSEs have several benefits, the limitations regarding spatial area covered must not be ignored. To achieve global soil security, we need to know about changes over larger areas.

Several countries are beginning to invest in developing structured SMNs, particularly as soil monitoring begins to be recognised as an integral component in managing global soil resources. While many countries monitor their soil resources to an extent, well-established and well-designed SMNs are somewhat uncommon. Those countries that do have well-established SMNs (e.g. France, Britain) often share several things in common; they all possess relatively small land areas, have developed economies, and much of the land is actively managed (Hartemink 2008). There is large variability in SMN quality throughout the world, with developed countries generally having dense data, and developing countries having sparser data (McBratney et al. 2003). Obviously, in countries that possess large areas of unmanaged land, such as Brazil, Russia and Australia, the implementation of a national SMN that covers the whole nation becomes a much more costly and less feasible option. Regional SMNs are quite rare, as the focus is generally on soil change at the national scale, and the cost and effort of implementing and maintaining a SMN for a single region is often
unjustified. While there are some differences between national and regional SMNs, the objectives to record the current soil condition status, and to monitor possible changes, largely remains the same (Mol et al. 1998).

It is crucial that SMNs are statistically well designed, as they must be sensitive to early changes in soil condition (Arrouays et al. 2000). Sampling and monitoring soil is expensive and laborious, and it is thus vital to select an appropriate sampling scheme before data collection commences (Karunaratne et al. 2014). There are two broad sampling strategies that can be used when developing a SMN; a design-based approach, which uses probability sampling, and a model-based approach, which uses purposive sampling (often on a grid) (Fig. 1), with each of these statistical approaches having their own strengths and limitations (de Gruijter et al. 2006; Black et al. 2008). There is ongoing debate concerning the effectiveness of probabilistic sampling compared to systematic sampling, however, the choice of sampling scheme largely depends on the soil properties of interest and the precision required (Morvan et al. 2008). Before choosing a sampling design, it is essential to develop a detailed specification of the aim of the monitoring study in statistical terms, as this will be crucial in decision making (de Gruijter et al. 2006; Brus et al. 2009). Generally speaking, model-based approaches are better suited to providing local estimates for mapping purposes, while design-based methods are better for estimating global means for a study area or particular landuse (de Gruijter et al. 2006; Morvan et al. 2008). Contrary to what reviews on SMNs around the world suggest (e.g. Morvan et al. 2008; van Wesemael et al. 2011), reviewed literature indicates that model-based SMNs are more prevalent than true design-based systems, particularly on a national scale. Many of these systems labelled as design-based, are simply ‘stratified’ approaches that are arbitrarily designed, not purposively developed for monitoring, or have not been resampled, and hence could not be considered true SMNs.
2.3.3.1. Model-based sampling strategies

The sampling sites in model-based approaches are set out in a systematic way, and are particularly useful in mapping the spatial variation of soil properties (de Gruijter et al. 2006; Black et al. 2008). The use of a square or triangular grid for sample selection ensures an even coverage and is the most common approach for model-based methods. It is essential that some sites be assigned shorter-range points to ensure that the model that is computed from the data describes variation over short distances satisfactorily (de Gruijter et al. 2006; Black et al. 2008). In model-based approaches to sampling it is assumed that the variation of soil attributes derives from a random process that can be modelled statistically (Black et al. 2008). This assumption, rather than randomisation of the sampling scheme, provides the basis for estimation of variances around estimates or parameters (Black et al. 2008).

There are several countries that have used the model-based approach in the development of nation-wide SMNs, and the quality of these networks and density of data varies considerably. In the United Kingdom there are two major SMNs, one of which, the National Soil Inventory of England and Wales (NSIEW), uses a square grid sampling approach. The NSIEW was purposely constructed to assess and monitor the condition of topsoil (0-15 cm depth), with measurements taken from 1978-1983, and again from 1994-2003. The network covers England and Wales on a 5 km grid, providing a detailed representation of soils throughout the two countries. The study consists of 5,662 sites for soil sample collection, with 25 composited soil cores taken in a 20 × 20 m square site (Bellamy et al. 2005; Lark et al. 2006). Resampling occurred between at 12-25 year intervals at 40% of original sites, as this was the minimum proportion required in order to detect change in SOC with 95% confidence (Lark et al. 2006). Recorded soil data includes SOC, pH, texture information, P and K concentrations, and content of heavy metals (Bellamy et al. 2005). Landuse categories include

Fig. 2.1 – Examples of a random stratified design-based sampling scheme (left) and a systematic grid model-based sampling scheme (right) of a district in western NSW, Australia.
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arable, rough grazing, coniferous and deciduous woodlands, lowland heath, and several others (Bellamy et al. 2005).

In the early 2000s, the NSIEW was the only soil inventory on such a scale anywhere in the world to have been resampled (Bellamy et al. 2005). The study found that carbon was lost from soils across England and Wales at a mean rate of 0.6% yr$^{-1}$, relative to existing soil carbon content, over the survey period (Fig. 2). The rate of carbon loss was found to be faster in soils with higher carbon contents (Fig. 2), and landuse appeared to have no significant effect on the rate of carbon loss, suggesting that this loss could be attributed to the 0.5°C increase in air temperature over that period (Bellamy et al. 2005). A modelling study (Smith et al. 2007) later disproved this idea, and proposed that the temperature increase could only be accountable for a maximum loss of 0.08% yr$^{-1}$ of SOC (Yan et al. 2011). This study suggested that this SOC loss was actually due to major trend shifts in land management and legacy landuse effects. Results regarding soil pH indicated that in general, English and Welsh soils were becoming less acidic, with modest, but widespread increases in pH being observed over a majority of the area (Fig. 3) (Kirk et al. 2010). An increasing pH could be linked to the increased application of lime on agricultural lands over the study period. Despite the NSIEW being statistically well designed with dense data, it is clear that the study does come with its limitations. Only topsoil (0-15 cm) was measured, disregarding any changes that have occurred over time in deeper subsoil layers of English and Welsh soils.

**Fig. 2.2** – Changes in topsoil (0-15 cm) SOC contents across England and Wales between 1978 and 2003 – (a) SOC contents in original samples (1978-83), (b) predicted annual rates of change calculated from the changes over the different sampling intervals (Bellamy et al. 2005)
Fig. 2.3 – Changes in topsoil (0-15 cm) pH across England and Wales between 1978 and 2003 – (a) pH of original samples (1978-83), (b) predicted annual rates of change calculated from the changes over the different sampling intervals (Kirk et al. 2010)

The model-based approach has also been used in Denmark, where soil has been periodically monitored since 1986 (Adhikari et al. 2014). The nationwide 7 km soil-monitoring grid consists of 850 intersects, located on farmland, forests, and other land uses (Adhikari et al. 2014). In contrast to the NSIEW, soil was analysed to a depth of 1 m at 0.25 m intervals, providing a more insightful view into temporal soil change throughout the soil profile. Soil carbon was measured in 1986, 1997 and 2009, with results showing a significant decline of SOC in the top 0.5 m from 1997 to 2009. Soil type played a role in SOC dynamics, with an observed increase in SOC on sandy soils and decreases in loamy soils from 1986 to 2009. This effect is linked to landuse, as grasslands and dairy farms are more abundant on the sandy soils (Adhikari et al. 2014).

The large costs involved with developing national SMNs has often prevented their implementation, however, the increasing knowledge of the importance of soil monitoring has prompted many countries to set up nationwide SMNs in response to this. As the emphasis on this issue is quite new, many of these SMNs have not yet been resampled and therefore the temporal changes in soil properties cannot be reported. In France, the national soil monitoring network labelled ‘Network Measures of Soil Quality’ (RMQS), completed the first sampling campaign in 2008, and results regarding soil attribute change will be unknown until resampling occurs after 10 years (Jolivet et al. 2006). The French have developed a comprehensive model-based design SMN, with
2200 sites spread evenly across the nation on a 16 km$^2$ square grid. Composite samples of 25 subsamples were taken within a 20 x 20 m area at each sample site, for two horizons in the upper 50 cm of the soil profile (Meersmans et al. 2013). The RMQS measures a multitude of soil parameters, including SOC, pH and several trace elements, and all soils are archived, providing a valuable resource in the future (Antoni et al. 2007).

The model-based approach is also used to monitor soil in Germany and Mexico. In Germany, crop and grazing land is monitored for SOC on a grid (64 km$^2$ per site) to a depth of 1 m with composited samples. Initial sampling occurred in 2010, with the resampling due to occur at a 10 year interval in 2020. Mexico uses a grid-based approach, with 78 km$^2$ per site on both forest and non-forest land to a depth of 60 cm. Sampling occurred in 2003, with 20% of samples being resampled each year, resulting in a re-sampling frequency of 5 years (van Wesemael et al. 2011).

National SMNs are extremely useful, but harmonised soil change information across continents is even more favourable, particularly in Europe, where there is a high human population, and much of the land is actively managed. In 2009 a soil component was added to ‘LUCAS’, the Land Use/Cover Area frame Statistical Survey for Europe (Panagos et al. 2012). The original aim of the survey was to gather completely harmonised data on land use/cover and their temporal changes in the European Union. In 2009, 265,000 georeferenced sites on a 2 x 2 km grid were visited across Europe, with soil samples (0-30 cm) extracted from 22,000 of these points in order to improve the availability of harmonised data on soil properties in Europe (Fig. 4) (Panagos et al. 2012). The soil samples were analysed for a suite of soil properties (including; pH, SOC, CEC, texture, heavy metals etc.), and were processed by the same certified laboratory to ensure consistency (Panagos et al. 2012). Although not yet resampled, the initial 2009 sampling showed significant spatial trends in SOC content across Europe, with the colder, northern areas typically possessing higher SOC levels, compared to the warmer, drier southern areas (Fig. 4). While this study was not technically designed solely for soil monitoring, it still possesses a structured and somewhat statistically sound design (despite the absence of close pairs). It is less important that model-based monitoring networks are designed to specifically monitor soil, as this does not affect the structure and selection of sampling locations, whereas in design-based systems it is required that they are specifically designed to monitor soil as this affects the selection of sampling sites.
2.3.3.2. Design-based sampling strategies

In design-based approaches, the sample locations are selected using random sampling, rather than being systematically determined. These samples give an unbiased estimate of the mean and variance, as long as the probability of including each unit in the sample is known (Black et al. 2008; de Gruijter et al. 2006). In model-based approaches there is a risk of underrepresenting or completely missing particular landuses, soil types, and their combinations, whereas in design-based approaches it is ensured that each unit is appropriately represented (van Wesemael et al. 2011). It is generally for this reason that large countries with highly variable soil and landuse types choose design-based approaches (van Wesemael et al. 2011). In contrast to model-based approaches, design-based methods are good for producing regional estimates, but not necessarily for producing maps. Sample sites are generally revisited in model-based designs; however, this is less of a requirement in design-based systems where new locations within the same stratum can be revisited. This approach comes with its advantages and disadvantages, which will be discussed later on.

There are a few different methods within design-based sampling schemes, with stratified random sampling being the most popular (Black et al. 2008; Karunaratne et al. 2014). In stratified
random sampling the area is divided into sub-areas (strata), commonly defined by soil type or land use, or a combination of the two (McKenzie et al. 2002; Brus et al. 2009). Simple random sampling is applied in each stratum and sample sizes are generally selected based upon the areal extent of the stratum; however, they can be purposely selected depending on the aims and interests of the monitoring study (Karunaratne et al. 2014). As samples are randomly drawn from strata, rather than the whole population in stratified random sampling, the variance of the mean is considerably reduced (Black et al. 2008). Clustered sampling is another similar approach where sampling units are initially randomly selected within strata, but the actual sampling points are then purposively chosen within these sampling units, reducing travelling time and costs (Black et al. 2008).

The other major soil monitoring network in the United Kingdom, the Countryside Survey (CS), took the alternate approach to the NSIEW and used a design-based system with clustered sampling (Black et al. 2008; Emmett et al. 2007a; Emmett et al. 2007b). The CS was performed at a similar time to the NSIEW, with repeated soil surveys in 1978, 1998, and 2007, and also focused only on topsoil (0-15 cm depth) with physical, chemical and biological properties measured (Reynolds et al. 2013). The study showed important trends regarding landuse, and demonstrated that soil change is undoubtedly occurring in Great Britain on the human time scale (Reynolds et al. 2013). The study found that topsoil SOC levels in Great Britain slightly increased (8%) from 1978-1998, and slightly decreased (6.5%) from 1998-2007, with no significant change between 1978 and 2007 (Reynolds et al. 2013).

Although conducted at similar times, the results regarding SOC dynamics were markedly contrasting in the CS and the NSIEW, with no change in SOC found in the CS, and wide-scale decreases observed in the NSIEW. Whilst puzzling, these differences were attributed to the dissimilarities in design of the two studies, relating to statistical design, number of subsamples collected at each site, acceptable spatial precision for site relocation, and the methods of SOC determination (Kirk et al. 2013). Nevertheless, these significant differences in results of two large-scale SMNs of similar areas raises concerns and questions about the efficiency, effectiveness and reliability of SMNs in general. How could two supposedly statistically sound studies generate such contrasting results? A study by Black et al. (2008) identifies a superior sampling efficiency of the design-based approach used in the CS for detecting C stocks and change, suggesting its relative advantage to the model-based approach used in the NSIEW (Reynolds et al. 2013).

2.3.3.3. Non-statistical monitoring programs

Some SMNs use neither model, nor design-based sampling schemes, and haphazardly/arbitrarily choose sampling locations. The Netherlands Soil Monitoring Network (LMB) is an example of this and the design of this network could be considered a stratified convenience sample, or a stratified
arbitrary sample, as sampling locations were purposively selected, with no use of a systematic grid or randomisation (Brus et al. 2009). Sub-populations (strata) were created based on a combination of landuse and soil type, leaving 10 strata, and the number of sampling sites was not selected according to their weighted proportions and each stratum were allocated 20 sampling locations (Rutgers et al. 2008). The LMB commenced its first sampling campaign in 1993-1997, and completed its third in 2006-2010 (Wattel-Koekkoek et al. 2013). The original purpose was to assess pollutant concentrations in the soil, however, a larger suite of soil properties are now measured (Wattel-Koekkoek et al. 2013). This SMN has been less sensitive to observing changes in soil than initially anticipated, largely due to the poor statistical design (Wattel-Koekkoek et al. 2013).

In South Korea, a national SMN for agricultural lands was established in 1999. The sampling design is based on landuse, soil types and agro-climatic zones, comprising of 19 different strata (Minasny et al. 2012). Sampling sites were allocated to provinces/towns, and exact sampling points were purposively selected by pedologists, consequently making this study a stratified arbitrary sampling scheme (Minasny et al. 2012). A study by Minasny et al. (2012) used data from this SMN to assess the effects that both climate change and landuse change has had on SOC. The study found a linear increase in SOC from 1999 to 2007 in most areas (Fig. 5), with a correlation between increased SOC content and increased rainfall. There was no trend identified between temperature and SOC content, despite the increasing air temperatures of about 0.2°C per decade. The study demonstrates that agricultural practices can increase SOC storage in soils despite a warming climate (Minasny et al. 2012). It is critical that these conclusions be treated with caution, as the arbitrary sampling design, and lack of estimation variance and hypothesis test may lead to a misrepresentation of temporal shifts in SOC stocks. Similar results have been found in China (Yan et al. 2011) and Italy (Fantappiè et al. 2011), indicating that the effect of management supercedes that of temperature increase (Minasny et al. 2012).
2.3.4. Legacy data

While the worth of SMNs is well known, many countries and regions do not have established SMNs due to the substantial costs and difficulty in implementing and sustaining them (Marchant et al. 2012; Karunaratne et al. 2014). Many countries and regions do, however, have legacy data that was previously collected for other purposes, such as soil test databases, characterising soil units for traditional soil type mapping or to conduct baseline soil surveys (Karunaratne et al. 2014). This legacy data often lacks proper statistical design as it was not collected for the purpose of soil monitoring, causing many challenges to arise in its use (Karunaratne et al. 2014). In Australia, practically all soil maps rely on purposive sampling, making it difficult to estimate their accuracy and precision (McKenzie et al. 2002). Legacy data quality is generally highly variable, and it is essential to ensure that the observations are truly representative of the study area (Marchant et al. 2012). Nevertheless, legacy data can prove invaluable in detecting and understanding spatial and temporal variations in soil properties at a low cost, with prompt results (Karunaratne et al. 2014).

Fig. 2.5 – Maps of changes in topsoil (0-15 cm) C stocks in South Korean rice paddy fields from 1999-2003, and 2003-2007 (Minasny et al. 2012)
Approaches to using soil legacy data to infer temporal changes in soil properties are diverse, with several methods demonstrated in the literature. Some studies use a baseline soil survey of a particular area and then resample the area, while others use multiple legacy datasets to infer change, eliminating the need to resample. Studies that resample an area can be differentiated by those that resample the same sample location, those that choose a new sampling location, and studies that use a combination of the two, which is largely dependent on statistical quality of legacy data and geo-referencing information.

2.3.4.1. Utilising legacy data without resampling

Some studies have assessed temporal change of soil properties through the use of multiple datasets from soil surveys, without resampling. This approach is more suitable for countries or regions that have poor soil data records and lack SMNs. In China, there is an absence of quantitative history of soil conditions beyond experimental plots, which prompted Lindert et al. (1996) to attempt to judge historic soil trends in China through the utilisation of several legacy datasets without taking actual measurements. Chinese soil profile data from three sampling periods in the 1930s, 1950s and 1980s were used to perform basic statistical tests to identify broad trends in soil degradation. The study found trends of declining SOC and N since the 1950s, but no declines in P and K in soil. The trends identified in this study should be treated with caution, as there is likely significant bias involved, particularly in regards to sample site selection. For example, soil attributes in the 1950s appeared to be better, although this could simply be due to better soils being sampled in that period, rather than actual soil trends (Lindert et al. 1996). A similar study was performed in China in 2010 showing the decline in pH of Chinese agricultural soils since the 1980s. The study used data from two national soil surveys, as well as data from long-term soil experiments and paired sites to evaluate changes in soil acidity (Guo et al. 2010).

A similar approach was used in Java, Indonesia, where changes in SOC were inferred through the use of multiple soil surveys from 1930 to 2010 and consisting of 2002 soil profile measurements (Minasny et al. 2011). Results indicated that SOC content dropped from 2.11% in 1930-1940 to 0.75% in 1970-1980, and then steadily increased to 1.18% in 2000-2010 (Fig. 6). The initial declines in SOC levels could be attributed to clearing and conversion of natural vegetation to arable land, while the steady increase from the 1970s and onwards could be attributed to improved yields and management practices. Trends in SOC content seem to be contrary to the increasing temperatures since the 1930s in Java, suggesting that anthropogenic activities are a stronger influence on SOC change than climatic factors. How well this data depicts actual decadal changes in SOC in Java is questionable, as landuse details were sporadically recorded and the majority of data was not geo-referenced and were allocated to the nearest town (Minasny et al. 2011). While this study could be...
criticised on its limitations and sources of error, the reality is that there is no official monitoring network in Indonesia, and this legacy soil survey data is the best resource to observe the temporal changes in SOC stocks in Java (Minasny et al. 2011).

![Map showing changes in C stocks (Tg) at various intervals from 1920-2010 in Java, Indonesia, grouped into kabupaten (regions) (Minasny et al. 2011)](image)

Fig. 2.6 – Changes in C stocks (Tg) at various intervals from 1920-2010 in Java, Indonesia, grouped into kabupaten (regions) (Minasny et al. 2011)

When using legacy data from several decades apart, there is almost certainly a difference in techniques of sampling and soil analyses between surveys, making it difficult to compare. While using multiple datasets to identify broad trends in soil attribute change over time can be extremely useful due to its low cost and immediate output, the limitations of this approach must not be ignored. This approach should not be used as the sole basis to make decisions on natural resource management and policy, and more tried and tested methodologies should be used in combination with this approach to ensure more realistic and accurate trends in soil change are identified.

2.3.4.2. Utilising legacy data with resampling

Resampling an area that has existing soil legacy data is another approach to monitoring soil condition. Although often not used on national studies, this approach is particularly useful on regional scales, as there are many regions that have had baseline soil surveys performed (Odeh et al. 2012). While this approach is similar to non-statistical SMNs, it differs in the intention of its development. Non-statistical SMNs were designed to return and resample, whereas there was no
intention to return and resample legacy data – it was created for another purpose other than monitoring temporal soil change.

3.4.2.1. New site

As legacy data is not designed for monitoring soil change, sample sites are often haphazardly or purposively selected, and thus the data lack proper statistical design (Marchant et al. 2012). For this reason, many studies opt to develop a new sampling scheme, and sample new sites to provide a more accurate and statistically sound representation of soil attributes of an area. New sites are also often selected due to the lack of site location information, as sampling location coordinates are not always recorded in legacy data, particularly those from several decades ago where geo-referencing technology was unavailable. While re-sampling at the same site is advantageous as comparisons can be made at a specific location and co-location of sites assists in detecting soil change, proper sampling design is of foremost importance. If sampling sites for the legacy data have been haphazardly chosen, we cannot be sure that this is a representative depiction of actual soil attributes (Karunaratne et al. 2014).

A study by Karunaratne et al. (2014) monitored the temporal change of soil carbon at a 10-year interval in northern NSW through the use of soil legacy data and newly collected data. Despite geo-referenced site locations being available, new sampling locations were chosen as the previous sites of the legacy data were not selected according to a specified design. The legacy data was originally taken in the year 2000 to develop soil-landscape maps and determine the spatial variation in soil properties, and data was collected by two different organisations, furthering its unreliability. Re-sampling occurred in a stratified random sampling approach based on landuse and soil type in 2010, and soil was collected at 0-10, 10-30 and 30-50 cm depths. In addition, a second sample was extracted approximately 30 m away and analysed separately at each site, as the short-range spatial variability of SOC is well-known, and it is essential to capture this (McBratney and Pringle 1999). The study found that after a decade between sampling campaigns there was no significant change in SOC content identified in the majority of the study area (Fig. 7). Much of the area had been developed for more than half a century, so it was hypothesised that SOC was reaching equilibrium and the change in SOC was decelerating (Karunaratne et al. 2014). The study demonstrated that temporal changes in SOC can be assessed using a combination of legacy data and resampling new locations, while still developing a better sampling scheme for future monitoring. While this approach is justified, the revisiting of some original sites that were deemed representative of the strata would have been invaluable, despite the arbitrary design of the original sites, and would provide an idea of the covariance between the two surveys and improved the precision of estimates of change.
In China, a national soil survey that collected 1509 soil samples from cropland throughout the nation from 1979-1982 was used to assess temporal SOC change (Yan et al. 2011). Exact sampling locations were not recorded, rendering it impossible to resample the original sites. A follow-up survey in 2007-2008 was conducted, taking a total of 1394 cropland soil samples from all over the country (Yan et al. 2011). The study showed that the average SOC content in the top 20 cm increased by 0.22% per year between the two surveys, with this increase attributed to the large increases in crop yields since the 1980s. This study was not a paired resampling, and as with almost all studies that use legacy data, there were some issues that arose. The legacy data was obtained from pedogenetic horizons, rather than fixed depths, thus requiring SOC contents to be calculated at certain depths. The legacy data was also collected from single point samples, while the latter survey used composite samples, making it difficult to compare spatial soil variation over short distances (Yan et al. 2011).

3.4.2.2. Same site
Relatively rare, due to the typically poor statistical design of legacy datasets is the revisiting of the same locations to monitor soil change. A study that monitored salinity trends in the irrigated district of Flumen, Aragón, Spain over 24-years revisited sampled sites, but there were several issues in
regards to site identification, as some site information was lost between surveys. The legacy data had no specified statistical design, which raises questions about the accuracy of the representation of the soil attributes in the district. Soil samples were collected to a mean depth of ≈1 m, and sampling occurred in 1975, 1985/86 and 1999. Over the entire study period, it was found that soil salinity levels were decreasing in this irrigated district, contrary to expectations (Herrero and Pérez-Coveta 2005).

Interestingly, a study in Florida, USA, used a combination of selecting new sites according to a specified design, and revisiting historical legacy data locations to detect changes in SOC in the top 20 cm of the profile (Ross et al. 2013). The original legacy dataset consisted of 402 samples collected between 1965 and 1996, where sampling locations were selected purposively. In 2008-09 resampling occurred, with samples taken according to a stratified-random scheme based on soil type and landuse, with a 50% overlap from legacy data sites that were deemed to accurately represent the strata, giving a total of 302 sites. Modelling results from the study indicated that average SOC content had more than doubled over the experimental period, and that the area has acted as a net sink for atmospheric carbon in the previous 40 years. The revisiting and resampling of legacy data sites proved valuable, and allowed a co-located comparison, with 62% of co-located sites sequestering SOC over the 40 year period, showing an average increase of 0.8 g C m\(^{-2}\) yr\(^{-1}\) at each site. There was some indication that the inclusion of legacy data sites had included a degree of bias into the study, as there was a contrasting large discrepancy in wetland soils, with a halving of SOC content in this soil type (Ross et al. 2013). Results from this study suggest that resampling legacy data sites that were selected according to ‘expert knowledge’ presents some unavoidable bias, but the advantages of co-located sites are invaluable in detecting soil change over several decades (Ross et al. 2013).

The time and resource consuming nature of our traditional soil survey methods makes it impossible to cover the whole earth to gain all the soil data that we need. It is well known that the world is abundant with soil data as a result of past soil surveys, but the majority of this data is not utilised and remains largely unused (Odeh et al. 2012). It is imperative that we utilise the data that we do have, and use new methods and technologies to extract as much information on the soil resource as possible (Hartemink et al. 2008).

2.3.4.3. Utilising archived soil samples
A study by Deng et al. (2013) took a different approach in monitoring soil change, and used archived soil samples. Archived samples from 1986 to 2009 were taken from the Danish national 7-km soil monitoring grid, and were analysed by both Vis-NIR spectroscopy and traditional laboratory (TL)
methods to monitor temporal changes in SOC. Both analytical techniques showed that topsoil (0-25 cm) and subsoil (25-50 cm) SOC levels had decreased slightly between 1986 and 2009. The study suggests that Vis-NIR is a promising new approach for monitoring spatial and temporal shifts in SOC at the national scale (Deng et al. 2013). The study also demonstrates that using archived soil samples to monitor soil change can be extremely valuable, particularly if archived samples are obtained from a structured SMN. There are some limitations with this technique, as only a certain suite of soil attributes can be measured. These largely include soil chemical properties, as many physical properties of soils are altered upon collection and biological activity is adversely affected over time. As aforementioned, the extended storage of archived soil samples has been found to have a significant effect on some soil chemical properties, for example, soil pH (Slattery and Burnett 1992; Miller et al. 2001).

2.3.4.4. Laboratory test database

Utilising existing soil data from routine soil testing by farmers, agronomists and fertiliser companies presents a promising opportunity for identifying temporal shifts in soil properties in agricultural areas (Chauveau et al. 2014). While many areas of the world have some form of legacy data derived from soil surveys, many districts, regions and nations also have a wealth of soil data analysed by laboratories for farmers and fertiliser companies that are stored in databases, typically consisting of thousands to millions of results. Using this data requires minimal operational costs and eliminates the need to resample, but the results have usually been open to several sources of bias, which are unescapable in any study that lacks a structured sampling strategy (Saby et al. 2008; Chauveau et al. 2014).

A French study utilised the wealth of existing soil data that was available from farmers and fertiliser companies and showed how these soil test results can be a valuable alternative approach in detecting changes in SOC, despite this data not being intended for soil monitoring purposes (Saby et al. 2008a). Results from tests of agricultural topsoils are stored in the national ‘soil-test’ database in France, where all data have been collected and analysed using standardised protocols by commercial laboratories (Saby et al. 2008a). This study used this data from the Franche-Comté region (16,202 km²), in eastern France, with results showing large losses in SOC from 1990-2004 (Fig. 8), with these losses being attributed to both changes in landuse and increasing temperatures during the survey period (Saby et al. 2008a).
Fig. 2.8 – Spatial distribution of cantonal medians of SOC in topsoil (g/kg) for the three periods 1990–1994, 1995–1999 and 2000–2004 in the Franche-Comté region, France (white polygons lacked sufficient quantities of data) (Saby et al. 2008a)

A study in the Netherlands took a similar approach to analysing soil change, where changes in SOC contents of topsoils from grasslands and arable land from 1984-2004 were determined using a database with about 2 million SOC results from farmers (Reijneveld et al. 2009). The study showed that SOC contents of soils under both grassland and arable land are increasing (Fig. 9), with significant differences between regions. The results described here contrasts with those of other studies (e.g. Vleeshouwers and Verhagen 2002; Sleutel et al. 2003; Bellamy et al. 2005; Saby et al. 2008a), where SOC levels have been found to be declining in agricultural land in Europe (Reijneveld et al. 2009).

Fig. 2.9 – Changes in mean SOC contents of grassland (1984–2000), maize land (1984–2004) and arable land (1984–2004) in the Netherlands. The mean annual change in SOC is indicated as $\Delta C / \Delta t$, in g/kg/yr (Reijneveld et al. 2009)

Regional soil databases have also been used to detect temporal soil change. In Victoria, Australia, a database of 75,000 soil analyses requested by farmers between 1973 and 1993 were
used to observe temporal and spatial variations in topsoil pH, and topsoil available potassium (K) content (Marchant et al. 2012; 2015). Exact location of soil observations was not recorded and sample sites were identified by place names, or nearest towns. An overall acidification trend was observed throughout much of Victoria, with only small pockets of land predicted to have experienced an increase in soil pH (Fig. 10). The study also indicated widespread increases in available soil K across the state during the study period (Fig. 11), with a correlation between original concentration and the extent of K increase identified. Although the fitted models were considered noisy, spatial and temporal trends were still clear in the predicted maps, and the study demonstrated that it is possible to fit space-time variograms to soil properties gained from soil test databases (Marchant et al. 2012; 2015).

Fig. 2.10 – Change in topsoil pH of pasture and cropping soils across Victoria, Australia from 1973-1994 (Marchant et al. 2015)

Fig. 2.11 – Change in topsoil available potassium in parts per million of pasture and cropping soils across Victoria, Australia from 1973-1994 (DPI 2012)
It is clear that the use of soil databases for monitoring purposes can be extremely valuable, as SMNs are costly to implement and can only predict rates of change after soil properties have been measured more than once. However, there are a number of challenges that often arise when using these soil databases, as they are not specifically designed for soil monitoring (Marchant et al. 2012). Farmers request soil samples to be analysed in laboratories to aid them in management decisions, with a specific incentive behind these analysis requests, whether that be concerns of crop nutrition, or potential soil degradation threats (e.g. acidification, salinity). There is little incentive for farmers to request the analysis of soil from native vegetation sites, and thus, data solely from agricultural land is available in these databases. Motivations to request soil tests vary according to changes in economics, climate, technology and regulatory factors, and cause obvious bias towards certain areas, and time periods, leading to deceptive results (Marchant et al. 2012). Laboratory soil databases also solely record the information that is relevant for the particular study, often leaving out crucial information required for soil monitoring. Exact sampling location is often not included in databases, and sampling locations are designated to the nearest town in many studies (e.g. Saby et al. 2008b; Reijneveld et al. 2009; Marchant et al. 2012). Information regarding land use is also sporadic, making it difficult to predict effects of land management on soil change (Marchant et al. 2012).

There are a number of regions and industries that have soil databases around the world. For example, the Australian cotton industry has funded a number of soil inventory projects, resulting in a large amount of soil data, unmatched by any other agricultural industry in Australia (Odeh et al. 2004). These databases need to be utilised, and despite the issues with using this data, it allows a comprehensive assessment of soil change with considerably low operational costs.
<table>
<thead>
<tr>
<th>Method</th>
<th>Positives</th>
<th>Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>Often solely few soil fertility indicators</td>
<td>Typhically covers large area</td>
</tr>
<tr>
<td></td>
<td>Many profiles from agricultural land</td>
<td>Consists of thousands to millions of results</td>
</tr>
<tr>
<td></td>
<td>Results affected current concerns/interest</td>
<td>No further sampling required</td>
</tr>
<tr>
<td></td>
<td>New conceptual sampling strategy</td>
<td>Recreusitive</td>
</tr>
<tr>
<td>**</td>
<td>May not be statistically sound</td>
<td>Possibly statistically sound if taken from SMN</td>
</tr>
<tr>
<td></td>
<td>New analytical/techniques can be used</td>
<td>New analytical/techniques can be used</td>
</tr>
<tr>
<td>***</td>
<td>Original sites often arbitrarily selected</td>
<td>Co-location of sites are useful in detecting change</td>
</tr>
<tr>
<td></td>
<td>No co-location of samples</td>
<td>Resampling: some site</td>
</tr>
<tr>
<td>***</td>
<td>Statistical sound section of new sites possible</td>
<td>Resampling: new site</td>
</tr>
<tr>
<td>*</td>
<td>Other no co-location of samples</td>
<td>Without resampling</td>
</tr>
<tr>
<td></td>
<td>Many assumptions and bias</td>
<td></td>
</tr>
<tr>
<td>**</td>
<td>Field to regional</td>
<td>Legacy data</td>
</tr>
<tr>
<td></td>
<td>Poor/unknown geophysical locations</td>
<td>Streausure good representation of study area</td>
</tr>
<tr>
<td></td>
<td>Unrepresented areas</td>
<td>Better for global estimates</td>
</tr>
<tr>
<td></td>
<td>Essential information often missing</td>
<td>Soil monitoring networks</td>
</tr>
<tr>
<td></td>
<td>Lack's proper statistical design</td>
<td>Soil monitoring networks</td>
</tr>
<tr>
<td>***</td>
<td>Continental</td>
<td>Better for local estimates</td>
</tr>
<tr>
<td></td>
<td>Only feasible for large countries</td>
<td>Model-based SMNs</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>Better for local estimations</td>
</tr>
<tr>
<td></td>
<td>** Field/farm</td>
<td>Model-based SMNs</td>
</tr>
<tr>
<td></td>
<td>National to Regional</td>
<td>Better for local estimations</td>
</tr>
<tr>
<td></td>
<td>Not feasible for large counties</td>
<td>Model-based SMNs</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>Soil monitoring networks</td>
</tr>
<tr>
<td>***</td>
<td>Field/farm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Traditional</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Small area covered due to extrapolation issues</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Soil analytical techniques change over time</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Expensive</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Vunerable to loss</td>
<td>-</td>
</tr>
<tr>
<td>**</td>
<td>Field/farm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Acute soil change not measured - Infrared</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Many assumptions</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.3 – Summary of methods to monitor/measure soil change

Chapter 2 – Review of the literature
2.4. Challenges in monitoring soil change

The specific issues regarding different soil monitoring approaches were discussed in the previous section; however, there are several issues that consistently arise, regardless of the chosen approach.

2.4.1. Detecting a change in soil properties

The statistical approaches used to detect change in a soil property can be separated based on the statistics being estimated and the type of inference method being used (Karunaratne et al. 2014). These can largely be split into design- and model-based systems. Estimations of changes in a soil property can be categorised as global estimates (e.g. mean change of a soil property for a soil type/landuse), and local estimates (e.g. the way a soil property changes on a grid within soil type/landuse) (de Gruijter et al. 2006). When fitting separate models for two time periods in model-based studies, calculations of changes in a soil property are simply made by determining the differences at the pixel/block level at the different time periods. For design-based approaches, temporal changes in a soil property are calculated by determining the differences in means from the two time periods for each unit, for example a landuse or soil type. Design-based estimates are generally simple to compute, and are not influenced by subjective assumptions about a statistical model (Papritz & Webster 1995b). It is still possible for global estimates to be calculated in model-based systems. If we want to protect our soil resources and detect early signs of undesirable change, it is imperative that monitoring is sensitive in detecting change (Papritz & Webster 1995a).

Models can always be developed to predict a change in soil properties, whether this is from comparing data from two time periods, or comparing independently created digital soil maps. It is important that a confidence interval is placed around this predicted change, as it subsequently allows a hypothesis test to be performed. Despite the importance of this, there are very few studies where this is actually implemented. The general form for a hypothesis test is:

\[ H_0: \mu_d = 0; \]
\[ H_1: \mu_d \neq 0; \]

(2.1)

where \( \mu_d \) is some estimate of the change (equation 2), such as a mean or a prediction at a specific location.

\[ \mu_d = \hat{y}_1 - \hat{y}_2, \]

(2.2)
where $\hat{y}_1$ is the prediction of the soil property for the observations at the first point in time, and $\hat{y}_2$ at the second point in time. To test this hypothesis, we need an estimate of the variance of the change, which can be expressed as:

$$
\hat{V}(\Delta\hat{y}) = \hat{V}(\hat{y})_1 + \hat{V}(\hat{y})_2 - 2\hat{V}(\hat{y})_{1,2},
$$

(2.3)

where $\hat{V}(\Delta\hat{y})$ is the variance of the change in the soil property between two points in time, $\hat{V}(\hat{y})_1$ is the variance of the soil property for the observations at the first point in time, $\hat{V}(\hat{y})_2$ at the second point in time, and $\hat{V}(\hat{y})_{1,2}$ is the covariance between the measurements of soil properties at the two time periods (the covariance term). This equation can be used to calculate a test statistic, which is expressed as:

$$
Z = \frac{\hat{y}_1 - \hat{y}_2}{\sqrt{\hat{V}(\Delta\hat{y})}},
$$

(2.4)

where $z$ is the z-statistic score, $\hat{y}_1$ is the value of the prediction of the soil property at time point one, $\hat{y}_2$ at the second time point, and $\hat{V}(\Delta\hat{y})$ is the contrast variance, which is obtained using equation 2.3. This equation presents both pitfalls and opportunities in monitoring. The pitfalls are the spatial variation of the soil property and the magnitude of the change, while the opportunity is the covariance between sampling campaigns.

### 2.4.1.1. Soil spatial variation

Equation (2.3) shows that a high estimation variance for the baseline or resampled survey can cause a large contrast variance, which can make it difficult to detect a statistically significant change. Soil can vary dramatically over very short distances; as summarised by Beckett and Webster (1971) in their soil variability review; “up to half the variance within a field may already be present within any m$^2$ in it” (McKenzie et al. 2002). This short-range spatial variability can be easily confused with temporal change, and there needs to be a sound statistical design and sufficient replication to distinguish relatively small temporal change from the larger spatial variation present (McKenzie et al. 2002; Grealish et al. 2011). This large natural variation also makes it difficult to distinguish whether observed soil change is real (Mol et al. 1998).

It does not matter whether we consider change for a soil type or region or across a region with a digital soil map. In digital soil mapping studies which actually present the prediction variance, they are often quite large. For example, in a study of SOC temporal dynamics by Karunaratne et al. (2014), when assessing the model quality, the predictions were found to be quite poor, but a good assessment of their
reliability in the form of prediction variance was shown. Knowing the prediction variance is essential is soil change studies as it is used in testing the statistical significance of the estimated change in a soil property. If baseline surveys have a high prediction variance, problems would arise in detecting significant change in all areas apart from those that have experienced the largest changes.

Soil spatial variability is influenced by many factors, such as climate and management. For example, practices such as cultivation are known to reduce the spatial heterogeneity of many soil properties, through mixing and homogenising the soil (Cattle et al. 1994). Furthermore, all soil properties are inherently spatially variable, but the extent of spatial variability differs greatly amongst individual soil attributes. This presents a verification challenge for soil change and monitoring studies, as sample size and network design may be appropriate to represent the spatial variation for some soil properties, but may be unsuitable for others, and this should be acknowledged in studies where there is more than one soil property of interest. As an example, soil texture is one attribute of soil that is likely to be less spatially variable than many others, such as SOC. It is well known that SOC is highly spatially variable and easily influenced by management, and thus requires high sampling density and longer time intervals to detect changes adequately (Saby et al. 2008b).

2.4.1.2. Magnitude of change

Both model- and design-based methods can estimate the change in a soil property, and its error, which is crucial in determining the statistical significance of an observed change. Gradual, small changes in soil properties are difficult to detect, particularly over small time periods. Given the link between sample size, the variance of prediction and the actual change, we can determine important information, such as smallest detectable difference (minimum detection limit), provided we have a sample size and variance of prediction. This is especially easy for design-based methods. A study by Bishop et al. (2013) calculated how many samples were required to estimate SOC concentration with a known precision, and to estimate a change in SOC. The results showed that inventory required fewer samples than was required for change detection and concluded that smaller changes in SOC are prohibitively expensive to detect. However, through the use of more efficient sample designs and cheaper measurement techniques, a reduction in sample size requirements and hence cost is possible.

Ensuring that there is adequate time intervals (e.g. 10 years) between sampling campaigns is essential, because change is challenging to detect over short time periods, even when dealing with severe cases of soil degradation (McKenzie and Dixon 2007; Grealish et al. 2011). Detecting differences when the rate of change is low is difficult, but this is further amplified when background levels of
variation in the soil property of interest is large. For example, Conant et al. (2001) showed that grasslands were sequestering SOC at a rate of 0.46 Mg C ha/year in the topsoil, but this was against large existing stocks of 30–80 Mg C ha\(^{-1}\) (Conant et al. 2001; Conant and Paustian 2002).

### 2.4.1.3. Covariance between surveys and returning to sampling sites

One opportunity from equation (3) is to take advantage of the covariance term between surveys. When the covariance term is included there is a stronger relationship between the two surveys, which results in a smaller contrast variance, and subsequently greater sensitivity in predicting a statistically significant change. Whether a design-based or model-based approach is used, there is a requirement that some or all locations are resampled to estimate the covariance term. If this is not done, the covariance term is considered to be 0 and we have a conservative estimate of the contrast variance. A strong relationship between soil properties through time would be expected in most cases, and it would be advantageous to utilise this approach. A study that used model-based inference methods to map temporal changes in SOC by Liu et al. (2011) disregarded the covariance between the two surveys. If the temporal correlation between observations was not ignored, it could be assumed that the study would have produced better estimates of the change in SOC over time, a better estimation of the variance of change, and better sensitivity in detecting a statistically significant change (Karunaratne et al. 2014).

In studies that are interested in mapping a change in a soil property, a linear model of coregionalisation (LMCR) (Papritz and Webster 1994), or a bivariate linear mixed model (BLMM) (Marchant and Lark 2007) should be considered. In these approaches one model for both time periods/surveys is developed, and this accounts for the covariance between surveys. This is the ideal approach if we have co-located samples as we can estimate the cross-covariance, otherwise a pseudo-cross-semivariogram (Papritz and Flühler 1994) can be used in place of cross-semivariograms, but we assume the nugget cross-semivaraince is 0, thus inflating the contrast variance. Overall, there are very few digital soil mapping studies that consider the contrast variance and hypothesis testing. Few still consider using BLMMs or LMCR to take advantage of the covariance term in equation (3).

It was previously believed that a SMN should consist of a fixed set of sampling locations, but there are several other reasons to steer away from this approach. Continuously sampling the same sites is an effective method to detect temporal variation and is the most statistically efficient design as it makes use of the covariance, reducing the estimate of the variance of change (Papritz and Webster 1995; Karunaratne et al. 2014). Despite this, no further spatial information about the study area is gained when returning to the same locations. Replacing a proportion of old sites with new locations at each sampling
time can be advantageous, as this increases information on soil spatial variation (de Gruijter et al. 2006; Mol et al. 1998). Land is also more likely to be managed differently if known to be included in a SMN, and disturbances at revisited sites may also cause some bias (Mol et al. 1998).

2.4.2. Operational issues and sample support

Soil change studies are wide-ranging in their choice of sample support, with many of these choices being strongly influenced by the aims of the study. Sampling by depth or horizon is one such option, with a majority of earlier studies choosing to sample by pedogenic horizons, as this prevented horizon mixing. Recently, there has been a move towards sampling via depth increments (e.g. Yan et al. 2011; Karunaratne et al. 2014) as sampling by horizons requires some amount of bias and lacks consistency. The development of equal-area quadratic splines means that predictions at certain depth increments or at horizon depths (if this data is available) can still be made (Bishop et al. 1999), allowing the comparison of different datasets. There has also recently been interest in the use of equivalent soil mass (ESM) sampling over sampling via depth or horizon. If bulk density has changed between monitoring time periods, or varies between treatments, there are issues regarding sampling by depth or horizon (Ellert and Bettany 1995). Soil mass increases as bulk density increases, and this can lead to an overestimation of some soil properties in higher bulk density soil, prohibiting direct and accurate comparisons being made (Wendt and Hauser 2013). While this is not an issue for all soil properties, it is particularly important for soil organic matter monitoring.

It is quite clear that the majority of SMNs and soil change studies solely focus on topsoil, often at depths of 20 cm or less, completely disregarding any change in subsoil properties. Part of the reason for this is due to the additional costs involved with sampling at these greater depths, as well as the perception that deeper soil horizons are much more stable and is not subject to change over short periods (Meersmans et al. 2009; Harrison et al. 2011). Some medium and long-term studies do not support this assumption, with significant changes over relatively short timescales observed at depths deeper than the topsoil (e.g. Adhikari et al. 2014).

Composite sampling deals with some of this large soil spatial variation and can be useful, but it is not always appropriate. Information is lost about a particular point when compositing samples, and there is a loss of sensitivity because of the dilution of samples. Composite samples provide an excellent estimate of the mean, but it does not give any information about the variation within the sampling area. One alternative is to include a short-range variation point, where a second sample is extracted at a short distance (e.g. 30-50 m) away from the original point and analysed separately, not composito.
Karunaratne et al. (2014) used this method on all of their sites; however, it can also be used on a proportion of sites. This approach gives a better idea of how soil spatially varies over short distances, and is useful in the fitting of spatially correlated models, without losing information about a particular point (Karunaratne et al. 2014).

2.4.3. Disentangling effects of climate & landuse
While we can predict/measure the change in a soil property over a period of time, it is difficult to determine whether this is an effect of management or climate. This issue is quite evident in the literature, where many studies fail to make a clear distinction between the driving cause of observed changes in soil properties (e.g. Bellamy et al. 2005, Minasny et al. 2012). Future work needs to focus on better understanding, and unravelling the effects of both, and on developing a model to attempt to explain the role and weighting that each driving factor plays in changing soil condition over time. The inclusion of undisturbed or naturally vegetated sites that can be deemed to be in a steady state of equilibrium can be treated somewhat as a control, and it can be assumed that any temporal changes observed in soil properties under such a landuse are a result of climate and not land management.

2.5. Modelling soil change into the future
An understanding of soil spatial variation (i.e. maps) and the capacity to identify and understand temporal soil change (i.e. monitoring studies) are two major components of soil knowledge necessary for sustainable land use and management. The final essential component of this is the ability to project the expected future condition of soils under changing landuses and future climates (i.e. process-based and simulation models) (Arrouays et al. 2014).

The inclusion of temporal soil modelling in soil monitoring studies is not inevitable (McKenzie et al. 2002), and this is evident in much of the reviewed literature. The use of models to simulate temporal soil properties is, however, a useful alternative or addition to the time and resource-consuming task of collecting soil data from soil monitoring exercises (Karunaratne et al. 2014). As we strive to move away from expensive and laborious soil surveys, it is clear that the future of soil resource assessment lies in modelling and predicting temporal soil change. The anticipation that there will be dramatic changes in both climate and landuse in the coming decades further emphasises the crucial need for temporal soil modelling exercises.

As previously mentioned, long-term soil experiments (LTSE) have greatly contributed to the development of temporal soil change models, such as the Rothamsted carbon model (RothC) developed from the Rothamsted experiments. While models have been developed for many different soil
properties and processes, the research focus has been primarily fixed on a select few. Unsurprisingly, developing and implementing SOC models has been of principal importance, evidenced by the hundreds of models developed within the last century (Manzoni and Porporato 2009). Erosion has also received significant attention, with several models developed and implemented over previous decades.

Broadly, there are two types of models available when predicting future temporal soil change; process-based models (often termed mechanistic or dynamic), and empirical models. Process-based models are typically more comprehensive and simulate detailed ecosystem processes that describe system behaviour, while empirical models are simpler, and use correlative relationships with a less detailed description of system processes (Adams et al. 2013). Inherently, there is some empirical information in all process-based models, as well as a link to process in all empirical models, with many models around the world using a hybrid approach (Adams et al. 2013). Process-based models are undoubtedly the most popular, and they work by simulating the processes in the soil and evaluating the probable effects of changes in management and climate on soil properties (Viaud et al. 2010). The preference for these types of models essentially derives from their ease of use, simplicity, adaptability, lengthy time steps, suitability in application to larger areas, and the ability to be used in combination with GIS software (Batlle-Aguilar et al. 2011; Stockmann et al. 2013). Most dynamic-mechanistic simulation models do not have a spatial component, but soil attribute maps can be combined with these models, where the model is run on each individual pixel of the map based on the likely scenario (e.g. increased temperature and/or landuse change) (Minasny et al. 2013). The scales at which these models are used are diverse, ranging from single fields, to entire continents.

A farm-scale study in north-western France combined two process-based models to evaluate soil redistribution (erosion processes) and soil carbon dynamics under landuse and climate change between 2010 and 2100 (Lacoste et al. 2014). The model, inclusive of soil redistribution, predicted a 25% reduction of SOC levels in the top 1.05 m of the study area between 2010 and 2100, while the model exclusive of soil redistribution predicted a 24% reduction. Similarly, Minasny et al. (2013) used a SOC map from 2010 of an area in the Hunter Valley, NSW, Australia, to estimate changes in SOC levels for the year 2020 as a result of all vineyards in the area being converted to unimproved pasture. The study predicted an increase in SOC levels for the area under this landuse change (Fig. 12). These models greatly assist in making better predictions of soil change in a landscape or region, but are typically under-utilised, with few studies simultaneously combining DSM and dynamic-mechanistic modelling (Walter et al. 2006; Minasny et al. 2013).
Fig. 2.12 – Predicted SOC stocks for an area in the Hunter Valley, NSW, Australia, in the year 2010 (a), and 2020 (b) (Minasny et al. 2013)

Projecting future change over small areas can be very useful, but this site-specific data provides little value in making inferences about larger areas (Milne et al. 2007). A comprehensive study that spanned across Europe assessed future changes in SOC stocks between 1990-2080 in cropland and grassland, using a process-based SOC model (RothC) with databases of soil, climate change, landuse change, and technology change (Smith et al. 2005). The combination of using several possible future climatic conditions and the inclusion of valuable landuse and technology information transforms the outputs of this study into extremely useful information. Maps produced indicated that under climate change-only scenarios there would be a substantial loss of SOC in most areas between 1990-2080 in both cropland and grassland (Fig. 13). On the contrary, the scenario that included climate change, technology change, and net primary production (NPP) changes showed considerable increases in SOC across most of Europe in both cropland and grassland (Fig. 13). This study indicates that climate change will be an important driver of SOC stock change, however, technology, landuse, and management
changes will also have a significant role to play, and provide an opportunity to counteract the negative impacts of increasing temperatures (Smith et al. 2005).

Fig. 2.13 – Predicted change in SOC in t C ha\(^{-1}\) in cropland (a) and grassland (b) under climate-only changes across Europe from 1990-2080, and predicted change in SOC in t C ha\(^{-1}\) in cropland (c) and grassland (d) under climate change, technology change, and net primary production (NPP) changes across Europe from 1990-2080 (Smith et al. 2005)

The second approach that can be used to predict likely changes in soil properties over time is the static-empirical model, using the Scorpan framework (McBratney et al. 2003). The Scorpan framework describes a relationship between soil and environmental factors, and includes; previous soil information \((S)\), climate \((c)\), organisms \((o)\), topography \((r)\), parent material \((p)\), age \((a)\), and spatial position \((n)\). If we know any of the changes of the Scorpan factors over time (e.g. increased temperature or change in landuse), we can project the existing soil map forward. Minasny et al. (2013) demonstrated
this for a region in NSW, Australia, where future increases in temperature, and reductions in rainfall were used to estimate the future SOC levels for the year 2030, based on a SOC map from 1990. While this empirical approach is quick and practical, it does come with some limitations when compared with a dynamic simulation model, such as lack of feedback and potential extrapolation difficulties (Minasny et al. 2006). Nevertheless, the Scorpan approach has been locally calibrated, and any changes in the factors should reflect the actual changes in the soil (Minasny et al. 2013).

Historically, the empirical approach was more widely adopted in the development of predictive soil erosion models, with the Revised Universal Soil Loss Equation (RUSLE) and the original Universal Soil Loss Equation (USLE) undoubtedly being the most popular soil erosion models (Yu 2004). More recently, the popularity of process-based soil erosion models has increased (e.g. WEPP, LISEM, EUROSEM, GUEST). Common to most of these process-based models is the considerable increase in their functionality in terms of dealing with complex topography and landuse, sequences of management practices, realistic storm events and continuous weather sequences. More importantly, the physically-based models are capable of simulating spatial and temporal patterns of erosion as well as deposition. The ability to evaluate the effects of climate and landuse change, as well as the changes in management practices, is the main attraction of this new generation of erosion prediction technology.

2.6. Conclusions and future research needs
This review reinforces the cruciality of soil monitoring for understanding temporal soil change on the human timescale, and discusses the many approaches that are being used to do this. Approaches such as LTSEs and SFTS/paired-sites that are typically performed over small areas have their worth, but we ultimately need soil resource assessment over larger areas, i.e. regions, nations, continents. It is widely accepted that purpose-built SMNs are the most effective and accurate way of monitoring temporal soil change over large areas, with a select number of countries developing and implementing them. It is essential that SMNs have a specified design, and most countries have opted for the statistically-sound, model-based approach, but there are some that lack a structured, statistically sound design, making these networks less accurate and effective as hoped. This review argues that SMNs refers to statistically-sound, purpose-built networks, not those derived from legacy data or that have been adapted for soil monitoring that are often incorrectly labelled SMNs.

Despite the many benefits of SMNs, the massive effort and financial costs involved have precluded adoption in many parts of the world. There has been a recent trend in making use of soil data that already exists, and utilising this globally abundant soil legacy data can help overcome some of the
challenges faced in SMNs, and in turn detect temporal soil change. Using legacy data requires very little operational cost, is extremely time-efficient, and is often the only information to understand the historical state of soils in many areas. The potential to produce useful soil change information from legacy data is great; however, this is largely impacted by the varying usefulness, type and quality of legacy data. Studies have demonstrated that soil laboratory databases, baseline surveys and archived soil samples all provide promising opportunities to monitor soil change. It is essential we take advantage of the wealth of soil legacy data available to monitor soil, but it is imperative that our understanding of how to handle all types of legacy data is increased to heighten its value and so we can accurately detect temporal changes in soil condition.

Many soil monitoring studies use copious amounts of financial and labour resources, but the results and conclusions from these studies are often disappointing. The potential to transform land management data into extremely useful information is often lost due to lacking the inclusion of DSM and temporal modelling into the future. DSM is extremely effective at displaying and assisting in understanding large datasets of how soil varies spatially, and how soil properties have changed in space and time. There have been recent advances in DSM techniques, with increasingly accurate predictions of soil properties at unvisited locations able to be made, allowing baseline and change maps to be created with minimal operational cost. In addition, the use of available models to simulate future temporal shifts in soil properties is highly useful and cost-efficient, and should be included in soil monitoring studies. These models provide insight into how management and shifting climates will influence soil in years to come, but should be seen as an addition to soil monitoring, rather than a substitute. Furthermore, all estimation in both space and time need a prediction variance to perform hypothesis testing, and there are very few studies that include this in their statistical analysis of the data.

Soil monitoring studies vary considerably in their interests and concerns, but it is clear that there has recently been a strong focus on monitoring SOC stocks. While this is important, and often a good indicator of overall soil condition, there must not be a sole focus on this, and attention must not be taken away from other important soil degradation issues. Soil acidity, salinity, sodicity, and erosion are major global soil degradation issues and monitoring studies and SMNs should encompass these matters in their assessment. Additionally, it is evident from the reviewed literature that the majority of soil monitoring studies only regards the topsoil, often ignoring shifts in subsoil condition. High operational costs are largely to blame for this, but understanding subsoil change is crucial as this has significant implications for agricultural production. Issues in the subsoil are prominent in many parts of the world.
(e.g. subsoil sodicity, acidity, salinity), and it has also been shown that an important amount of SOC is also stored at greater depths. Furthermore, most of the reviewed studies are focused in temperate and tropical areas, with very few considering change in arid and semi-arid areas.

There have been numerous monitoring studies that have made clear conclusions about how human activities have impacted soil over time, but few have done the same for climate-induced changes. The impacts of a shifting climate on the global soil resource are still poorly understood, and this is evidenced by the contrasting conclusions by monitoring studies about the effects of increasing atmospheric temperatures on SOC storage, where several studies found that SOC content of the studied area increased despite a warming climate (Reijneveld et al. 2009; Fantappiè et al. 2011; Yan et al. 2011; Minasny et al. 2012; Ross et al. 2013), while several others reported reduction in SOC content as the atmospheric temperature increased (Bellamy et al. 2005; Saby et al. 2008; Deng et al. 2013; Adhikari et al. 2014). This issue is furthered by the difficulty in disentangling the impacts of climate and landuse, and future studies need to work at overcoming this challenge.

It is unquestionable that soil monitoring is crucial in securing and protecting our global soil resources. The implementation of SMNs in countries where it is possible is preferable, but where it is not, legacy data to detect soil change is a promising option, particularly with growing improvements in operational aspects, statistical analysis, and the inclusion of geo-referenced co-located samples. The impact of expected shifts in climatic conditions on soil must not be disregarded, and must be analysed in conjunction with the influence of human activities in soil monitoring studies. With all this in place, the accurate representation of past and future changes in soil condition is possible, providing an encouraging opportunity to determine the direction, nature and rapidity of soil change, and the contributing driving factors.
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Chapter 3

3. Materials and methods – study area, soil datasets, soil property analysis and modelling approaches
3.1. Introduction

While the focus of each chapter in this thesis differs, all research chapters address soil data collected from the same two soil surveys within the same study area. The covariates used for digital soil modelling and mapping in these chapters, and the way that these covariates were processed, are also very similar. In addition, Linear Mixed Models (LMMs) were used to model different soil properties in space and time in the different research chapters, although these models varied in their complexity. Due to the large size of the soil datasets and the high number of samples in this study, visible near infrared (VisNIR) spectroscopic techniques were used to predict certain soil properties to fill in the gaps where traditional laboratory methods were time- and cost-limiting. To prevent repetition in the ensuing research chapters, this chapter describes the study area, the soil datasets, soil property analyses, the covariates used for mapping and modelling, and the approaches used to model these soil properties in space and time.

3.2. Study area

3.2.1. Physiography

The study area is a semi-arid landscape that surrounds the township of Hillston (-33.4853°, 145.5328°), which is situated along the Lachlan River in south-eastern Australia (Fig. 3.1). The study area is 2650 km² in size and is largely flat to slightly undulating, and primarily consists of partly active alluvial floodplains (Cay and Cattle 2005). There are some scarce sandstone outcrops, with the Lachlan Range being the area at the highest elevation (298 m) in the study region (Fig. 3.2). The main watercourse of the study area is the Lachlan River, which flows to the south-west. There are also two major creeks that flow off the Lachlan River in the study area; Merrowie Creek, which also flows to the south-west, and Willandra Creek, which flows to the north-west (Fig. 3.2). In addition, there are several ephemeral streams that flow during wet periods. The region is characterised by an abundance of groundwater located in aquifers.
Fig. 3.1 – The location of the study area (Hillston) within Australia
Fig. 3.2 - The locations of soil cores extracted in the 2002 and 2015 soil surveys overlaid on a satellite image with notable landmarks labelled.
3.2.2. Soil types and geological units

Although no detailed soil map of the area currently exists, a detailed geological survey by Cameron et al. (2000) has mapped the area. The three most widespread geological units are Quaternary alluvial units of differing ages; Qa, Qaf and TQs, ranging from the most recent, to the oldest deposits, respectively (Fig. 3.3). These have a strong correlation with Grey Vertosols, Brown Vertosols, and Red Vertosols, respectively, as they would be classed according to the Australian Soil Classification (Isbell 2016). The Vertosols are located on the floodplains and along watercourses and are the most agriculturally productive soils of the study area, particularly for irrigated cotton production due to their high water holding capacity. There are also a number of less common and less agriculturally productive alluvial and aeolian soils with a typically sandier texture, and these are grouped together as ‘non-Vertosols’. These non-Vertosols are generally used for irrigated annual horticulture, dryland cropping and grazing.

Fig. 3.3 – The broad soil types of the study area, derived from geological units of the Hillston 1:100,000 mapsheet (Cameron et al. 2000)
3.2.3. Climate and climatic fluctuations

Summers in the Hillston area are hot and winters cool, with a mean minimum temperature of 17.7°C in summer and 4.5°C in winter, and mean maximum temperatures of 31.2°C in summer and 15.9°C in winter (BOM 2017). Rainfall is evenly distributed throughout the year, with an average annual rainfall of 372 mm and an annual pan evaporation of 1919 mm (BOM 2017). In the recent decade or so, Hillston has undergone some severely fluctuating rainfall patterns (Fig. 3.4). From 2002 to 2009, Hillston was subjected to the worst drought ever recorded, with an average rainfall of 306 mm for these eight consecutive years (Fig. 3.4), and this meant that surface water for irrigation was limited. In 2010, the rainfall patterns changed abruptly, and Hillston received an average of 633 mm annually from 2010 through to the end of 2012 (Fig. 3.4). This was not simply a period of above-average rainfall, but was the wettest period that Hillston had ever experienced on record, and this meant that surface water for irrigation was abundant again for several years (BOM 2017).

Fig. 3.4 – Annual rainfall received at Hillston from 2002 to 2015 (BOM 2017)
3.2.4. Land use and land use change

Patterns of land use and soil management in Hillston over the last decade or so have changed significantly (Fig. 3.5), with much of this due to the fluctuating rainfall and water availability. Despite the lengthy drought from 2002 to 2009 there has been an expansion of irrigated agriculture (Fig. 3.5), and this has been primarily due to increased utilisation of groundwater from aquifers. However, water availability varies for each individual water licence holder, as not all have access to groundwater and rely solely on seasonal availability of surface water. Historically, dryland cropping and extensive grazing were the main enterprises in Hillston, but since the mid 1990s, the most economically important agricultural crop for the Hillston district has been irrigated cotton (Gossypium hirsutum). The area under irrigated cotton has continued to expand in recent years, with several large areas recently developed for this. The other main land uses in the study area include horticulture, dryland cropping, rangeland grazing, and areas under native vegetation (Fig. 3.5).

Cotton is a summer crop, and is typically planted in September and harvested in May at Hillston. All cotton crops in Hillston are either furrow-irrigated, or overhead sprinkler-irrigated, as the climatic conditions render the area unsuitable for rain-fed production. The management practices for irrigated cotton are quite intensive, with large quantities of water applied (~1000-1400 mm or ~10-14 megalitres/ha of water in a season), constant cultivation of the soil, large fertiliser inputs, and continual trafficking of heavy machinery (Table 3.1). Cotton crops are commonly planted back-to-back with another cotton crop, or rotated with a dryland winter crop, such as wheat (Triticum aestivum), or a dryland summer crop, such as safflower (Carthamus tinctorius). During the 2002-09 Millennium Drought in Hillston, surface water was scarce, and only irrigated cotton farms that had access to groundwater (approximately 50% of the irrigated cotton farms in Hillston) were able to continue to irrigate, while the remaining irrigated cotton farms were primarily used for dryland cropping or left in fallow (Table 3.1). When rainfall patterns changed in 2010, there was an abundance of irrigation water available, and most growers in the Hillston district could carry on producing cotton for several years (Table 3.1).

A significant portion of the study area is also used purely for dryland cropping, with winter cereal crops typically grown (Fig. 3.5). Large parts of the area are used for very low intensity rangeland grazing, and this land use and areas of native vegetation, were grouped together as ‘natural’ due to their similarities (Fig. 3.5). This was done because there are minimal parts of the study area that are not used for agriculture, and the density of grazing from livestock and native/feral animals is largely analogous. The horticulture land use is diverse at Hillston, with a variety of irrigated annual and perennial plants
being grown, including garlic, betroot, watermelon, cherries, citrus and almonds. The area used for horticulture has been expanding in recent years (Fig. 3.5), largely driven by market prices and water shortages in different countries throughout the globe. In particular, the area covered by almond (*Prunus dulcis*) farms has increased, with several new locations developed for this, as well as a few large cotton farms that have re-allocated their water provisions and planted almond trees. Almond trees require large amounts of water, and the equivalent of ~1600-2000 mm (16-20 megalitres/ha) of irrigation is applied in a typical year in the Hillston district, which is even greater than cotton crops (Table 3.1).

**Table 3.1** – The typical amount of water percolation that occurs on an annual basis, and throughout the study period (2002-15) for characteristic land uses in the Hillston district

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dryland cropping</td>
<td>~387 mm</td>
<td>0 mm</td>
<td>0 mm</td>
<td>~5,000 mm</td>
</tr>
<tr>
<td>Natural</td>
<td>~387 mm</td>
<td>0 mm</td>
<td>0 mm</td>
<td>~5,000 mm</td>
</tr>
<tr>
<td>Cotton (irrigated through drought)</td>
<td>~387 mm</td>
<td>~1000-1400 mm</td>
<td>~1000-1400 mm</td>
<td>~20,600 mm</td>
</tr>
<tr>
<td>Cotton (not irrigated through drought)</td>
<td>~387 mm</td>
<td>0 mm</td>
<td>~1000-1400 mm</td>
<td>~11,000 mm</td>
</tr>
<tr>
<td>Irrigated almonds</td>
<td>~387 mm</td>
<td>~1600-2000 mm</td>
<td>~1600-2000 mm</td>
<td>~28,400 mm</td>
</tr>
</tbody>
</table>
Fig. 3.5 – Soil core locations, and land use classes for the study area in the year 2002 (left), and 2015 (right) (Office of Environment and Heritage 2017)
3.3. Soil datasets

3.3.1. 2002 dataset
A soil survey was conducted in Hillston in 2002, with 115 soil cores extracted to 1.5 m (where possible) to assess the status of the soil resource, and to evaluate the effect of land use on soil condition in this semi-arid region (Fig. 3.2). Cores were then subsampled at six depth increments (0-0.2, 0.3-0.4, 0.55-0.65, 0.8-0.9, 1.1-1.2, 1.35-1.5 m). A purposive sampling design was adopted with strata developed based on soil type and land use. The location of sites within each soil type-land use complex was not selected probabilistically, and in many cases sites were chosen opportunistically based on access to fields, so there are no known-inclusion probabilities. The number of sampling sites was not allocated proportionally to the area of each soil type-land use complex, but has a bias towards the cotton land use, due to the aims of the original project.

3.3.2. 2015 dataset
A soil survey of the same study area was performed in 2015, with 160 soil cores extracted (Fig. 3.2). Many of the sample locations from 2002 were returned to (n = 103) using georeferenced coordinates, and new sites (n = 37) were also sampled to increase the number of sites for certain soil-landuse (SLU) complexes, and to fill in gaps for digital soil mapping purposes (Fig. 3.2). In addition, at 20 of the sites, a second soil core was extracted ≈30-50 m away and analysed separately to investigate the extent of soil spatial variation over short distances. Due to the non-random nature of the sampling design in 2002, the 2015 design is also considered stratified non-random. While soil cores to 1.5 m were again collected, the subsample depth increments were changed (0-0.1, 0.1-0.3, 0.3-0.5, 0.5-0.8, 0.8-1.2, 1.2-1.5 m) to be completely inclusive of the whole soil profile.

3.4. Analysis of soil properties
Both sets of soil samples were analysed for a number of attributes using traditional laboratory methods, but due to the large number of samples and the time- and resource-consuming nature of these laboratory techniques, not all samples were analysed in this way. Consequently, archived soils from both surveys were scanned with visible near infrared (VisNIR) spectroscopy, and this information, combined with machine learning techniques were used to predict certain soil properties. This was not performed on all soil samples, but a subset, and was particularly useful for predicting soil properties that are laborious and costly to measure, such as exchangeable sodium percentage. Prior to any traditional laboratory or spectroscopic analysis, all of the soil samples were air-dried, ground and passed through a 2 mm sieve.
3.4.1. *Traditional laboratory methods*

3.4.1.1. *Soil pH*

Soil pH was analysed in 1:5 soil:water extracts using a PHM 83 Autocal™ pH meter with glass calomel electrode for 2002 samples, and a Mettler Toledo S220 SevenCompact™ pH/Ion meter for 2015 samples.

3.4.1.2. *Soil electrical conductivity*

To estimate salinity, soil electrical conductivity (EC) was determined for 1:5 soil:water extracts, using a CDM 83™ conductivity meter for the 2002 samples, and using a Mettler Toledo SevenCompact™ conductivity meter for the 2015 samples.

3.4.1.3. *Soil exchangeable sodium percentage*

In both the 2002 and 2015 datasets, exchangeable base cation (Ca$^{2+}$, Mg$^{2+}$, K$^+$ and Na$^+$) contents were determined for samples that were extracted with alcoholic 1 M ammonium chloride (pH 8.5), and then analysed by atomic absorption spectrometry (Rayment and Lyons 2011). Prior to this, samples were pre-treated to remove soluble salts by using a combination of 60% aqueous ethanol and 20% aqueous glycerol. The effective cation exchange capacities (ECEC) were estimated by summing the exchangeable basic cations, and exchangeable sodium percentages (ESP) were calculated by dividing the exchangeable sodium contents by the ECEC, and multiplying by 100.

3.4.1.4. *Soil carbon – total, organic and inorganic*

Prior to laboratory analysis, all samples were tested for the presence of soil inorganic carbon (SIC). A ~1 g subsample of ground soil was placed on a ceramic plate and a few drops of 1 M hydrochloric acid (HCl) were placed directly onto the sample. Any sample that showed effervescence was considered to contain calcium carbonate, the most prominent form of SIC in these soils. An additional subsample (~10 g) was then taken and finely ground (<53 µm) using a Fritsch Mortar Grinder Pulverisette 2 (Fritsch, Germany) for 4 minutes at 50-60 Hz frequency. Soil total carbon (STC) was determined by the combustion method with the Leco1 CHN analyser for 2002 samples, and the Elementar vario MAX CNS for 2015 samples. Soil organic carbon (SOC) for 2002 samples was determined by treating samples with 2 M HCl to remove inorganic carbon, and then analysing by the Leco1 CHN analyser (Tiessen and Moir 1993). For 2015 samples, SOC was determined by the Walkely-Black method, which is a wet oxidation technique that uses chromic acid (Walkley and Black 1934). To estimate SIC, the difference between STC and SOC was used. The Elementar vario MAX CNS and the Leco1 CHN analyser are very similar in their analytical
approach, and both use the combustion technique. For 2002 samples, SOC was determined immediately, however, STC was determined from archived samples 13 years later.

3.4.2. Visible near infrared (VisNIR) predictions

While pH and EC are rapid and inexpensive to analyse in the laboratory, the estimation of CEC, ESP and the different components of soil carbon (organic and inorganic) are considered to be quite labour intensive. Many of the 2002 soil samples were archived and stored \((n = 385)\), and these were scanned by VisNIR, along with all of the 2015 soil samples \((n = 906)\). Spectroscopic measurement was made with an Agrispec portable spectrophotometer with a contact probe attachment, on dried and ground samples (Analytical Spectral Devices, Boulder, Colorado). To reduce signal-to-noise ratios of the spectra, three scans of each sample were performed, from which an averaged reflectance spectrum was derived. Calibration of the instrument was made with a Spectralon white tile and was re-calibrated after every 15 scans, or five samples.

3.4.2.1. Soil exchangeable sodium percentage

All samples from the 2002 survey were analysed for ESP and ECEC by traditional laboratory methods, but only a subset \((n = 138)\) were analysed in the 2015 dataset. This number was chosen due to budgetary constraints. Instead, both ESP and ECEC were directly predicted using visible near infrared (VisNIR) spectroscopic techniques in those samples from the 2015 survey that were not measured by traditional laboratory techniques. To ensure that this subset of 138 samples represented the remaining 768 samples from the 2015 survey appropriately, conditioned Latin hypercube (CLHC) sampling was used (Minasny and McBratney 2006). Initially, a principal component analysis (PCA) was performed on the spectra from the VisNIR wavelengths \((350-2500 \text{ nm})\) of the 906 samples from the 2015 survey. The first two principal components (PCs) from this PCA explained >95% of the cumulative variation. We aimed to select sites based on the whole profile, so the first two PCs of all sampling depths were used as input criteria for the CLHC, which ensured that all of the soil profile was considered during site selection. Land use and soil type was also an input in the CLHC to ensure that each soil-land use complex of the study area was represented.

The training dataset consisted of the 385 samples that were scanned by VisNIR from the 2002 survey, as well the 138 subset of samples from the 2015 survey, and this was used to predict onto the remaining 768 un-analysed samples from 2015 using Cubist models, which is a machine learning technique. The predictor variables included wavelengths from 500-2450 nm, averaged into segments of
ten nm, and the mid-depth of the sample, to ensure that the depth of the sample was taken into account when predicting.

To test the prediction quality of the Cubist models, 75% of the dataset was used as calibration, and the remaining 25% was used as validation, as is common practice when undertaking this procedure. These two datasets were selected by using the VisNIR spectra and ESP values as inputs in a Latin hypercube, and this ensured that both the validation and calibration datasets were appropriately represented. During the model testing, it was ensured that other depth samples from the same soil core for that year were not included in the calibration dataset when validating. It is assumed there is a strong correlation between these different depths of the same core and this may bias results.

3.4.2.2. Soil organic and inorganic carbon

Only the 0-0.1, 0.1-0.3 and 0.3-0.5 m sampling depths were considered in the chapters that focused on soil carbon. While all samples were analysed qualitatively for the presence of SIC, a portion of these samples (n = 118) that had SIC present were only analysed for STC, and as a result, had an unknown quantity of SIC and SOC. The combustion method of measuring SOC is useful and rapid in samples that lack SIC, but when SIC is present, a lengthy process of carbonate dissolution is required, as described in the methodology in the previous section. As a result, soil spectroscopic techniques were used to make predictions of SOC and SIC in these 118 soil samples. Archived soil samples from both the 2002 and 2015 soil surveys (n = 517) were scanned by VisNIR. The calibration dataset consisted of 399 samples from both 2002 (n = 148) and 2015 (n = 251) surveys to predict on the remaining 118 samples. Cubist models were used to predict SOC and SIC in the 118 un-analysed samples. The predictor variables included VisNIR wavelengths from 500-2450 nm, averaged into segments of ten, and the mid-depth of the sample, to ensure that the depth was taken into account when predicting. In addition to this, soil pH (1:5 soil: water) and STC (measured by traditional laboratory methods) were included as predictor variables, as this data was available for all samples.

To test the prediction quality of the Cubist models, 75% of the dataset was used as calibration, and the remaining 25% was used as validation. These datasets were selected by performing a Latin hypercube of the VisNIR spectra, pH, STC, mid-depth, and the response variables to ensure that both the validation and calibration datasets were appropriately represented. The calibration and validation dataset splits of 75% and 25%, respectively, is also extremely similar to the dataset split when making actual predictions. When model testing, 299 (75%) samples are used to predict 100 (25%), and in actual
predictions, 399 samples were used to predict 118. For each soil property, model quality was tested for four variations of inputs. These included VisNIR and mid-depth; VisNIR, mid-depth and pH; VisNIR, mid-depth and STC; and finally VisNIR, mid-depth, pH and STC.

3.5. Harmonising sampling depths
The 2002 and 2015 soil surveys had dissimilar sampling depths, and to standardise this, equal-area quadratic smoothing splines (Bishop et al. 1999) were used on both the laboratory-measured, and VisNIR-predicted soil attribute values. The 2015 soil sampling intervals (0-0.1, 0.1-0.3, 0.3-0.5, 0.5-0.8, 0.8-1.2, 1.2-1.5 m) were chosen as the standard depths to be fully inclusive of the whole soil profile. Where necessary, the same procedure was also used on the 2015 samples, such as when a full 1.5 m core could not be extracted.

3.6. Collation and processing of covariates for modelling and mapping

3.6.1. Covariates for modelling and mapping
A suite of predictor variables for the study area were gathered based on the SCORPAN approach for the creation of models and digital soil maps (McBratney et al. 2003). These covariates can be broadly separated into four types; terrain attributes, gamma radiometric products, soil type, and land use information (Table 3.2).
Table 3.2 – List and specifications of environmental covariates used in model development

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Data source</th>
<th>Original resolution</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land use&lt;sup&gt;1&lt;/sup&gt;</td>
<td>OEH, NSW</td>
<td>1:100,000</td>
<td>4 classes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Geological units&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Geoscience Australia</td>
<td>1:100,000-1:250,000</td>
<td>3 classes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Elevation</td>
<td>DEM</td>
<td>30 m</td>
<td>129.33</td>
<td>101.1</td>
<td>297.7</td>
</tr>
<tr>
<td>Slope</td>
<td>DEM</td>
<td>30 m</td>
<td>0.01</td>
<td>0</td>
<td>0.80</td>
</tr>
<tr>
<td>Length-slope factor&lt;sup&gt;2&lt;/sup&gt;</td>
<td>DEMh</td>
<td>30 m</td>
<td>0.11</td>
<td>0</td>
<td>50.35</td>
</tr>
<tr>
<td>Length-slope factor&lt;sup&gt;3&lt;/sup&gt;</td>
<td>DEMh</td>
<td>30 m</td>
<td>0.05</td>
<td>0</td>
<td>29.57</td>
</tr>
<tr>
<td>MRRTF</td>
<td>DEMh</td>
<td>30 m</td>
<td>4.76</td>
<td>0</td>
<td>6.83</td>
</tr>
<tr>
<td>MRVBF</td>
<td>DEMh</td>
<td>30 m</td>
<td>7.14</td>
<td>0</td>
<td>8.82</td>
</tr>
<tr>
<td>Topographic wetness index</td>
<td>DEMh</td>
<td>30 m</td>
<td>14.91</td>
<td>8.66</td>
<td>31.17</td>
</tr>
<tr>
<td>Wetness index&lt;sup&gt;2&lt;/sup&gt;</td>
<td>DEMh</td>
<td>30 m</td>
<td>25.42</td>
<td>8.59</td>
<td>28.31</td>
</tr>
<tr>
<td>Wetness index&lt;sup&gt;3&lt;/sup&gt;</td>
<td>DEMh</td>
<td>30 m</td>
<td>11.08</td>
<td>4.23</td>
<td>28.85</td>
</tr>
<tr>
<td>Weathering index</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>3.70</td>
<td>0.88</td>
<td>7.20</td>
</tr>
<tr>
<td>Total dose</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>84.40</td>
<td>35.40</td>
<td>162.3</td>
</tr>
<tr>
<td>Dose</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>46.34</td>
<td>-2.58</td>
<td>124.0</td>
</tr>
<tr>
<td>K</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>1.15</td>
<td>-0.21</td>
<td>3.75</td>
</tr>
<tr>
<td>Th</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>9.72</td>
<td>-0.07</td>
<td>24.80</td>
</tr>
<tr>
<td>U</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>1.24</td>
<td>-0.33</td>
<td>3.75</td>
</tr>
<tr>
<td>Th/K</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>8.56</td>
<td>0.88</td>
<td>47.48</td>
</tr>
<tr>
<td>U&lt;sup&gt;2&lt;/sup&gt;/Th</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>0.17</td>
<td>-0.01</td>
<td>0.89</td>
</tr>
<tr>
<td>U/K</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>1.09</td>
<td>0.05</td>
<td>10.67</td>
</tr>
<tr>
<td>U/Th</td>
<td>Geoscience Australia</td>
<td>90 m</td>
<td>0.13</td>
<td>0.01</td>
<td>1.49</td>
</tr>
</tbody>
</table>

<sup>1</sup>Categorical covariates; <sup>2</sup>Derived from individual calculation in SAGA GIS; <sup>3</sup>Derived from basic terrain analysis calculation in SAGA GIS

Gamma radiometrics data for the study area at a spatial resolution of 90 m was obtained from the Geophysical Archive Data Delivery System - Geoscience Australia. Low-pass filtering was used on all radiometric products (Minty et al. 2009). The digital elevation model (DEM) at 30 m resolution was obtained from the National Elevation Data Framework - Geoscience Australia. Both the hydrologically corrected DEM (DEMh) with the removal of artificial sinks, and original DEM, were used to generate a suite of terrain attributes using the software program SAGA GIS. Elevation and slope information was generated from the original DEM, and length-slope (LS) factor, multi-resolution valley bottom flatness (MRVBF), multi-resolution ridge-top flatness (MRRTF), and topographic wetness index (TWI) were generated using DEMh.

As detailed earlier, there are four broad classes of soil type (Fig. 3.3), however, for the purpose of this study the Grey and Brown Vertosols have been grouped together. This was done due to the similar traits and close proximity of the Grey and Brown Vertosols, as well as the different levels of detail of the three original geological mapping surveys undertaken by Cameron et al. (2000). As a result, this left three classes of soil type; Grey/Brown-, Red-, and non-Vertosols. Land use maps for the study area in 2002 were obtained from the Office of Environment and Heritage (OEH), NSW Government, and the classification was simplified into four broad land use classes; cotton, horticulture, dryland cropping, and
natural (OEH 2017). The class ‘natural’ consists of both grazed and native vegetation areas, as described previously. As there had been no survey of land use in Hillston since the early 2000s, it was required that land use information for 2015 be independently collected during the sampling campaigns. This involved querying individual landholders about past and current land use and resulted in a strong understanding of the management practices that growers implement and the patterns of land use change in the Hillston region. A large majority of growers in the study area were surveyed, and land use information was consequently thorough and up-to-date. The areas were classified into the same land use classes as 2002 (Fig. 3.5). This categorical information of soil type and land use were subsequently used as a covariate in the modelling and mapping of the various soil properties for the subsequent research chapters of this thesis.

3.6.2. Principal component analysis

Overall, there were nineteen numerical covariates derived from terrain attributes and gamma radiometrics that could potentially be used as predictor variables for modelling. However, because many of these would be insignificant in the development of models, and the culling of redundant covariates would be time-consuming, a principal component analysis (PCA) was performed on all numerical covariates. Covariates were not transformed before the analysis, but were scaled and centred prior to the PCA. The principal components (PCs) that cumulatively explained 95% of the variation were kept as potential predictor variables, and the remaining PCs were discarded. To investigate the impact that each original input variable (covariate) had on the individual principal components, the component loadings were analysed.

3.7. Linear mixed models (LMMs)

When soil monitoring studies possess a time-series of co-located data, as we have here in this study, there are opportunities to maximally benefit from the data and improve the understanding of spatio-temporal variation of soil properties. Co-located data for the purpose of this thesis refers to soil information from the same spatial location that varies in some other aspect. For example, the same soil property of the same soil core at a different depth increment, or the same soil property at the same depth increment taken at the same location at a different time point. When the latter is available, this can be particularly beneficial in soil monitoring studies, as there is often a strong correlation through time between these samples.
A modelling/mapping approach that can take advantage of this correlation is multivariate linear mixed models (MLMMs). In MLMMs, the correlation between co-located sites can be utilised to strengthen predictions at non-co-located sites (Webster and Oliver 2001; Lark and Papritz 2003), and there is particular benefit from this approach when one soil survey possesses more sample points than the other. In this approach, one model can be created for the multiple time points, rather than creating separate models for each time point. Creating models in this way typically allows for more precise estimates, and results in soil maps that are coherent and have a logical connection through time as the spatio-temporal patterns of the response variables are utilised. Despite the obvious advantages, many studies that model/map multiple responses disregard the covariance between co-located samples either because they used a modelling approach that cannot incorporate this into their predictions, e.g. a machine learning approach (Akpa et al. 2014), or they used univariate geostatistical methods (Ross et al. 2013).

In Chapter 4, 5 and 7 of this thesis, bivariate linear mixed models (BLMMs) are used to model two response variables in conjunction, with these two variables being a soil property value at a standard depth in 2002, and in 2015, and this allows the correlation through time to be utilised. In Chapter 6, a different approach is taken and vertical spatial correlation is accounted for in addition to this temporal correlation. Here we use multivariate linear mixed models (MLMMs) as we are modelling four response variables simultaneously, with these four variables being the soil property value at sampling depth A in 2002, sampling depth A in 2015, sampling depth B in 2002, and sampling depth B in 2015. This approach is particularlry advantageous when one sampling depth has more samples than the other, and results in pedologically sensible soil maps.

In linear mixed models, the response variable is modelled as a combination of fixed and random effects. In this study the fixed effects are the linear relationship between the response variable and the covariates, and the random effects describe the spatial correlation of the residuals. In cases where there is no trend (no fixed effects/covariates), this is analagous to co-kriging or using a linear model of co-regionalisation (LMCR) in classical geostatistics (Papritz and Flühler 1994; Bishop and Lark 2007). The structure of BLMMs and MLMMs allows different covariates to be used for each response variable. It also permits the spatial auto-correlation of the residuals for each response variable to be modelled, as well as the cross-correlation between these. Modelling of the cross-correlation allows for more precise estimates of the response variable at each time point or time point/depth, as well as the subsequent changes over time (Papritz and Flühler 1994; Lark and Papritz 2003). There are several advantages of
using bivariate and multivariate LMMs, as opposed to univariate approaches when data jointly co-varies, as univariate approaches ignore any correlation between variables. In this thesis an exponential semivariogram model was used for the random effect terms in the models.

3.7.1. Model selection and map production
The combination of covariates to be included in the final model was determined by backwards elimination. The initial model had separate fixed effects for each time point (i.e. all PCs, land use and soil type) and Wald tests were performed to identify redundant covariates, where those with the highest p-value (least significant) were removed. This was continued until all predictors had a p-value less than 0.1. Categorical data was kept in the model if at least one of the levels was deemed significant. Once the model trends were determined, those numerical predictor variables (PCs) that were common to all response variables were analysed to assess if the upper and lower confidence intervals around the parameter estimates overlapped. If this was the case, they were merged to have a common covariate for all response variables, and the model was then re-run to test the significance. More simply, this could lead to a common partial regression coefficient for both time periods. Merging these overlapping covariates creates a more simplified model. After this, the model was used to predict onto the covariate grid of the study area (100 m resolution) using the EBLUP (Empirical Best Linear Unbiased Predictor) approach and digital soil maps were then produced. All analyses were performed in R (R Development Core Team 2017).

3.7.2. Assessment of model quality
The quality of predictions from the BLMMs were tested by using leave-one-site-out cross-validation (LOSOCV), where both time points for one site were removed from the dataset and predicted using the remaining dataset. This was repeated for each site. The same was done for the MLMMs, however, both time points and all depths for one site was removed in this approach. This entails fitting one model, and then validating the model by removing all data for a particular location and then predicting at that location. This is repeated at all locations. The performance of the prediction variances and uncertainty was assessed through the mean and median of the standardized squared prediction errors (SSPE). When prediction variance matches the actual errors the mean would be equal to 1.0 and the median equal to 0.455 (Lark 2000; Orton et al. 2014). Lin’s concordance correlation coefficient (LCCC), was used as an assessment of model quality as it is the fit of the observed and predicted values to the 1:1 line, and is unit-less, making it useful for comparing between models (Lin 1989). In addition, the RMSE (root mean
square error) was used to analyse the quality of predictions, and the mean of the residuals was used to analyse the bias (over- or under-fitting) of model predictions.

3.7.3. Change calculation and statistical significance of change

It is important that a prediction interval is placed around predicted change, as it subsequently allows a hypothesis test to be performed. Despite the importance of this, there has been very few soil monitoring studies where this has actually been implemented. The hypotheses we are testing are:

\[ H_0: \mu_d = 0; \]
\[ H_1: \mu_d \neq 0; \]

where \( \mu_d \) is some estimate of the change (Equation 3.2), such as a mean for a region or a prediction at a specific location;

\[ \mu_d = \hat{y}_2 - \hat{y}_1, \]

where \( \hat{y}_1 \) is the prediction of the soil property for the first point in time and \( \hat{y}_2 \) at the second time point.

To test this hypothesis, we need an estimate of the variance of the change, which can be expressed as:

\[ \hat{V}(\Delta \hat{y}) = \hat{V}(\hat{y})_1 + \hat{V}(\hat{y})_2 - 2(\hat{V}(\hat{y})_{1,2}), \]

where \( \hat{V}(\Delta \hat{y}) \) is the variance of the change (contrast variance) in the soil property between two points in time, \( \hat{V}(\hat{y})_1 \) is the variance of the soil property for the observations at the first point in time, \( \hat{V}(\hat{y})_2 \) at the second point in time, and \( \hat{V}(\hat{y})_{1,2} \) is the covariance between the measurements of soil properties at the two time periods (the covariance term). Whether it is the BLMM approach we use in Chapter 4, 5 or 7, or the MLMM approach we use in Chapter 6, the equations presented here remain the same, as the difference we are interested in is the change between 2002 and 2015 at a single standard depth interval. Equation 3.3 presents both pitfalls and opportunities in monitoring. The pitfalls are the spatial variation of the soil property and the magnitude of the change, while the opportunity is the covariance between sampling campaigns (Filippi et al. 2016). When the covariance term is included and there is a strong relationship between the two surveys, a smaller contrast variance results, subsequently allowing greater sensitivity in predicting a statistically significant change. If we did not use BLMMs we would not be able to estimate the covariance term \( \hat{V}(\hat{y})_{1,2} \), and would have a conservative test. Many studies ignore the correlation at co-located sites and disregard the covariance term and contrast variance, and
very few consider the statistical significance of the temporal change in soil properties (Ross et al. 2013). The statistical significance of change can be analysed using the z-statistic:

\[
z = \frac{\hat{y}_2 - \hat{y}_1}{\sqrt{\hat{V}(\Delta \hat{y})}},
\]

where \(z\) is the z-statistic score, \(\hat{y}_1\) is the value of the prediction of the soil property at time point one, \(\hat{y}_2\) at the second time point, and \(\hat{V}(\Delta \hat{y})\) is the contrast variance, which is obtained using Equation 3.3. For a two-tailed test, a z-statistic score greater than (in a positive case) or less than (for a negative case) ±1.28, ±1.65, ±1.96, and ±2.58 represents a prediction interval of 80%, 90%, 95%, and 99% respectively.

3.8. Concluding remarks

The subsequent research chapters focus on individual soil properties, where the datasets and modelling approaches used is based on the materials and methods that have been described in this chapter.
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Chapter 4

4. Monitoring and modelling spatio-temporal changes in topsoil and subsoil pH at decadal scales in an irrigated semi-arid landscape, using bivariate linear mixed models
Abstract

Intensive agricultural management practices and increasingly fluctuating rainfall have the potential to significantly impact the status and change of important soil properties. This study looks at the change in soil pH during a 13-year period in a semi-arid irrigated cotton-growing region in the lower Lachlan River valley in southern NSW, Australia under various land uses. Two soil surveys – one from 2002 and the other from 2015 – that had many of the same sites revisited and resampled, were used in conjunction with bivariate linear mixed models (BLMMs) to model soil pH status and change, at six depth increments to 1.5 m depth. The BLMM approach resulted in models with high predictive power and low prediction variance, likely due to the utilisation of the correlation of pH values at co-located sites through time. Results revealed an overall acidification trend throughout the soil profile, particularly in the subsoil. Despite this, only isolated areas of the study area were predicted to have experienced a statistically significant change in soil pH over time. This acidification is presumably due to management practices associated with irrigated cotton production and increased water flow throughout the profile due to continuous irrigation and periods of very high rainfall. Future work should look at acidification due to the dissolution of carbonates under high water percolation through the soil profile. Further investigation into utilising the correlation from other co-located soil information should also be considered, such as different soil depths and soil properties in combination with the different time points used in this study. While acidification in the highly alkaline soils that cover much of the study area is of no great concern at this time, further acidification needs to be monitored, particularly in those soil types that have a lower pH buffering capacity.
4.1. Introduction

Soil pH is a crucial component in determining crop growth and development. The optimum pH range varies for each crop species, but is broadly considered to be from 5.5 to 9.0, with indications of toxicities or deficiencies outside these bounds (Hazelton and Murphy 2007). Highly alkaline soils are particularly common in arid and semi-arid landscapes, as there is minimal leaching and high evaporation levels, resulting in a concentration of basic cations in the soil (Dregne 1976). While alkalinity may be a common problem for arid and semi-arid landscapes, the process of soil acidification is one of the largest soil degradation issues that the world faces (Oldeman 1994). Unlike some soil issues that are typically constrained to the topsoil, such as soil organic carbon loss, soil alkalinity and acidity are considered important issues throughout the whole soil profile, but particularly in the subsoil. Despite this, there are very few soil monitoring studies that focus on monitoring subsoil change of any soil property.

There are several driving factors for the acidification of soil, and these fluctuate depending on climate, land use, relief, and inherent soil properties. Soil acidification can be driven by the removal or displacement of basic cations, which is typically caused by excessive leaching in areas continuously irrigated, or removed when plant biomass is continuously harvested and not returned to the soil (Helyar et al. 1990). A more common cause of acidification in intensive cropping situations is through continuous application of nitrogen fertilisers, which causes an excess of H⁺ ions in soil (Helyar et al. 1990). Large amounts of water percolating through soil also encourages the dissolution of soil carbonates, which can hasten soil acidification (Suarez 2006). Arid and semi-arid areas often have large quantities of natural carbonates found in the soil, and several of these regions throughout the world are being, or have been used for irrigated agriculture, such as Israel, California, and the Aral Sea in Central Asia.

There has also been recent expansion of irrigated cotton production in the semi-arid regions of eastern Australia. While these areas possess typically low rainfall, they often have an abundance of groundwater and surface water available for irrigation. Irrigated cotton is considered one of the most intense agricultural crops grown in Australia, with large amounts of water applied, considerable fertiliser inputs, constant cultivation of the soil, and continual trafficking of heavy machinery. The semi-arid regions of eastern Australia also characteristically possess alkaline soils with substantial quantities of pedogenic lime (CaCO₃) and other carbonates. This combination of large nitrogen fertiliser inputs, high irrigation rates, and the presence of pedogenic carbonates suggests that there is potential for an
acidifying trend in the alkaline soils of these semi-arid regions under irrigated cotton production, but there has been minimal monitoring of soil condition in these regions (Holland 2014).

The realisation that soil is fundamental in overcoming the many global environmental challenges that the world is currently facing has led to increased efforts into monitoring soil resources (McBratney et al. 2014; Filippi et al. 2016). Soil monitoring studies often possess ‘co-located’ soil information, and this presents opportunities to maximally benefit from the available soil data. Co-located data for the purpose of this study, refers to soil information from the same spatial location, that varies in some other aspect. For example, a different depth increment of the same soil core and the same soil property, or the same soil depth increment of the same soil property taken at the same location at a different time point. Utilising the latter is particularly beneficial in soil monitoring studies, as there is often a strong correlation through time between these samples. Using multivariate linear mixed models (MLMMs) to model soil properties can take advantage of these useful spatio-temporal soil patterns, and the correlation can be utilised to strengthen predictions at non-co-located sites (Webster and Oliver 2001; Lark and Papritz 2003). In this approach, one model can be created for the multiple time points, rather than creating separate models for each time point. Creating models in this way typically allows for more precise estimates, and there is particular benefit from this approach when one soil survey possesses more sample points than the other. In addition, soil maps created using this approach are coherent and have a logical connection through time, as the spatial patterns of the maps are influenced by samples from the corresponding time point. Despite the obvious advantages, many studies that model/map multiple responses disregard the covariance between co-located samples either because they used a modelling approach that cannot incorporate this into their predictions, e.g. a machine-learning approach (Akpa et al. 2014), or they used univariate geostatistical methods (Ross et al. 2013).

Most studies that monitor soil acidification over time focus on the topsoil only, and the attention is generally on the transition from a neutral to acidic soil pH (Guo et al. 2010; Marchant et al. 2015). In addition, few studies consider formal hypothesis testing to analyse the statistical significance of any observed changes in a soil property, which can lead to misinterpretations of the magnitude of the change (Papritz and Flühler 1994). In this study, bivariate linear mixed models (BLMMs) are used to model soil pH at six depth increments to 1.5 m in 2002 and 2015, and to monitor change between these two time points in a semi-arid irrigated cotton-growing district in southern NSW, Australia. The aim of the study is to analyse the impact that different land uses and recent shifts in rainfall patterns and water
4.2. Materials and methods

4.2.1. Study area and changes in climate and land use

This study uses soil data collected from a semi-arid region surrounding the township of Hillston, in south-west NSW, as described in greater detail in Chapter 3. The most widespread soils in the study area are Grey, Brown and Red Vertosols, which are found on the alluvial floodplains, and these are particularly well-suited for irrigated cotton production. The study area also possesses other soils of alluvial and aeolian origins that typically have a more sandy texture, and these are generally used for irrigated horticulture, dryland cropping and grazing. In the recent decade or so, Hillston has undergone some severely fluctuating rainfall patterns. Hillston was subjected to an extended period of drought from 2002-09 with 20% below average rainfall, forcing some cotton producers to adapt to a long period of reduced water availability. In 2010, the rainfall patterns changed abruptly, and Hillston received approximately 70% above-average rainfall through to the end of 2012, making irrigation water more available again (BOM 2017). Patterns of land use and soil management in Hillston over the last decade have changed significantly, with much of this due to the fluctuating rainfall and water availability. Historically, dryland cropping and extensive grazing were the main enterprises in Hillston, but there has been a significant expansion of irrigated cotton and horticulture since the original soil survey in 2002. This expansion of irrigated agriculture has occurred despite the lengthy period of drought, and is primarily due to increased utilisation of groundwater from aquifers.

4.2.2. Soil datasets

A soil survey was conducted in Hillston in 2002, with 115 soil cores extracted to 1.5 m (where possible) and then subsampled at six depth increments (0-0.2, 0.3-0.4, 0.55-0.65, 0.8-0.9, 1.1-1.2, 1.35-1.5 m). A soil survey of the same study area was performed in 2015, with 160 soil cores extracted. Many of the sample locations from 2002 were returned to (n = 103) using georeferenced coordinates, and new sites (n = 37) were also sampled. In addition, at 20 of the sites in the 2015 survey, a second soil core was extracted ≈30-50 m away and analysed separately to investigate the extent of soil spatial variation over short distances. While soil cores to 1.5 m were again collected in the 2015 survey, the subsample depth increments were changed (0-0.1, 0.1-0.3, 0.3-0.5, 0.5-0.8, 0.8-1.2, 1.2-1.5 m) to be completely inclusive of the whole soil profile. Soil pH was analysed in 1:5 soil:water extracts using a PHM 83 Autocal™ pH meter with glass calomel electrode for 2002 samples, and using a Mettler Toledo S220 SevenCompact™
pH/ion meter for 2015 samples. Because of the differences in sampling depths in the 2002 and 2015 surveys, equal-area quadratic smoothing splines (Bishop et al. 1999) were used to standardise the 2002 soil pH data to the same depths as the 2015 samples.

**4.2.3. Covariates and principal component analysis**
A suite of predictor variables for the study area were gathered based on the SCORPAN approach (McBratney et al. 2003), and this is described in greater detail in Chapter 3. These covariates can be broadly separated into four types; terrain attributes, gamma radiometric products, soil type, and land use information. The soil type map consisted of three classes; Grey/Brown Vertosols, Red Vertosols, and non-Vertosols. There are four classes of land use used in this study, including; cotton, dryland, natural, and horticulture. Due to the large number of numerical covariates derived from terrain attributes and gamma radiometrics \((n = 19)\), a principal component analysis (PCA) was performed on these to reduce this. The principal components (PCs) that cumulatively explained 95% of the variation were kept as predictor variables, and the remaining PCs were discarded. This assists in streamlining the selection of the combination of covariates to use in the final models. To investigate the impact that each original input variable (covariate) had on the individual principal components, the component loadings were analysed.

**4.2.4. Modelling and mapping**

**4.2.4.1. Bivariate linear mixed models (BLMMs)**
In linear mixed models, the response variable is modelled as a combination of fixed and random effects. In this study the fixed effects are the linear relationship between the response variable (pH) and the covariates, and the random effects describe the spatial correlation of the residuals. In this study, we model two response variables, soil pH in 2002 and soil pH in 2015, so we are using multivariate linear mixed models (MLMMs) or bivariate linear mixed models (BLMMs). In cases where there is no trend (no fixed effects/covariates) this is analogous to co-kriging or using a linear model of co-regionalisation (LMCR) in classical geostatistics (Papritz and Flühler 1994; Bishop and Lark 2007). Most commonly, these types of models are used to model different soil properties that co-vary together in space (Orton et al. 2014), but in this case we wish to model the same soil property collected at two time points.

The structure of a MLMM allows different covariates to be used at each time point (each survey). It also permits the spatial auto-correlation of the residuals for each time point to be modelled, as well as the cross-correlation between the time points. Modelling of the cross-correlation through time allows for more precise estimates of pH for each time point, as well as the subsequent change in
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There are several advantages of using bivariate and multivariate LMMs, as opposed to univariate approaches when data jointly co-varies, as univariate approaches ignore any correlation between variables. We used an exponential semivariogram model for the random effect terms in our models.

4.2.4.2. Model selection and map production

One model for the pH of each soil layer at both time points was created, giving a total of six models. The combination of covariates to be included in the final model was determined by backwards elimination. The initial model had separate fixed effects for each time point (i.e. all PCs, land use and soil type) and Wald tests were performed to identify redundant covariates, where those with the highest p-value (least significant) were removed. This was continued until all predictors had a p-value less than 0.05. Categorical variables were kept in the model if at least one of the levels was deemed significant. Once the model trends were determined, those numerical predictor variables (PCs) that were common to both the 2002 trend and the 2015 trend were analysed to see if the upper and lower confidence intervals around the parameter estimates overlapped. If this was the case, they were merged to have a common covariate for both surveys, and the model was then re-run to test the significance. Merging these overlapping covariates creates a more simplified model. After this, the model was used to predict onto the covariate grid of the study area (100 m resolution) using the EBLUP (Empirical Best Linear Unbiased Predictor) approach and digital soil maps were then produced.

4.2.4.3. Assessment of model quality

The quality of the BLMMs produced was tested by using leave-one-site-out cross-validation (LOSOCV). This entails fitting one model, and then validating the model by removing all data for a particular location and then predicting at that location. This is repeated at all locations. The performance of the prediction variances and uncertainty was assessed through the mean and median of the standardized squared prediction errors (SSPE). When prediction variance matches the actual errors the mean would be equal to 1.0 and the median equal to 0.455 (Lark 2000; Orton et al. 2014). Lin’s concordance correlation coefficient (LCCC), was used as an assessment of model quality as it is the fit of the observed and predicted values to the 1:1 line, and is unit-less, making it useful for comparing between models (Lin 1989). In addition, the RMSE (root mean square error) was used to analyse the quality of predictions, and the mean of the residuals was used to analyse the bias (over- or under-fitting) of model predictions.
4.2.4.4. Change calculation and statistical significance of change

It is important that a prediction interval is placed around predicted change, as it subsequently allows a hypothesis test to be performed. Despite the importance of this, there are very few studies where this is actually implemented. The hypotheses we are testing are:

\[ H_0: \mu_d = 0; \quad (4.1) \]
\[ H_1: \mu_d \neq 0; \]

where \( \Delta \hat{y} \) is some estimate of the change (Equation 3.2), such as a mean for a region or a prediction at a specific location:

\[ \Delta \hat{y} = \hat{y}_2 - \hat{y}_1, \quad (4.2) \]

where \( \hat{y}_1 \) is the prediction of the soil property for the first point in time and \( \hat{y}_2 \) at the second time point. To test this hypothesis, we need an estimate of the variance of the change, which can be expressed as:

\[ V(\Delta \hat{y}) = V(\hat{y})_1 + V(\hat{y})_2 - 2V(\hat{y})_{1,2}, \quad (4.3) \]

where \( V(\Delta \hat{y}) \) is the variance of the change (contrast variance) in the soil property between two points in time, \( V(\hat{y})_1 \) is the variance of the soil property for the observations at the first point in time, \( V(\hat{y})_2 \) at the second point in time, and \( V(\hat{y})_{1,2} \) is the covariance of soil properties at the two time periods (the covariance term). Equation 4.3 presents both pitfalls and opportunities in monitoring. The pitfalls are the spatial variation of the soil property and the magnitude of the change, while the opportunity is the covariance between sampling campaigns (Filippi et al. 2016). When the covariance term is included and there is a strong relationship between the two surveys, a smaller contrast variance results, subsequently allowing greater sensitivity in predicting a statistically significant change. If we did not use BLMMs we would not be able to estimate the covariance term \( V(\hat{y})_{1,2} \), and would have a conservative test. Many studies ignore the correlation at co-located sites and disregard the covariance term and contrast variance, and very few consider the statistical significance of the temporal change in soil properties (Ross et al. 2013). The statistical significance of change can be analysed using the \( z \)-statistic:

\[ z = \frac{\hat{y}_2 - \hat{y}_1}{\sqrt{V(\Delta \hat{y})}}, \quad (4.4) \]

where \( z \) is the \( z \)-statistic score, \( \hat{y}_1 \) is the value of the prediction of the soil property at time point one, \( \hat{y}_2 \) at the second time point, and \( V(\Delta \hat{y}) \) is the contrast variance, which is obtained using Equation 4.3. For a two-tailed test, a \( z \)-statistic score greater than (in a positive case) or less than (for a negative case)
±1.28, ±1.65, ±1.96, and ±2.58 represents a prediction interval of 80%, 90%, 95%, and 99% respectively. The BLMM approach, where the same soil property is measured at the same location at two time points, has the limitation that it is often difficult to return to the exact site, even when spatial coordinates are available. Nevertheless, the accuracy of GPS devices has substantially improved, allowing this limitation to be largely overcome.

4.3. Results

4.3.1. Soil pH summary statistics

The soils of the Hillston cotton growing district are neutral to strongly alkaline, and pH generally rises with increasing depth, with some pH values exceeding 10 in the subsoil (Table 4.1). There has been an overall acidification trend in both the topsoil and subsoil in the 13-year period between the two surveys. All land uses experienced an acidifying trend over time at all sampling depths, apart from the dryland land use where there was an increase in soil pH at the 0.3-0.5, 0.5-0.8, and 0.8-1.2 m depths (Table 4.1).
Table 4.1 – Mean soil pH for all sites at different sampling depths, time points and land uses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0-0.1 m</td>
<td>7.91</td>
<td>7.70</td>
<td>7.21</td>
<td>6.93</td>
<td>7.26</td>
<td>6.88</td>
<td>7.93</td>
<td>7.48</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>8.25</td>
<td>7.99</td>
<td>7.62</td>
<td>7.85</td>
<td>7.81</td>
<td>7.65</td>
<td>8.01</td>
<td>7.68</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>8.78</td>
<td>8.58</td>
<td>8.20</td>
<td>8.65</td>
<td>8.56</td>
<td>8.24</td>
<td>8.35</td>
<td>8.08</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>9.06</td>
<td>8.79</td>
<td>8.66</td>
<td>8.73</td>
<td>8.86</td>
<td>8.29</td>
<td>8.88</td>
<td>8.10</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>8.99</td>
<td>8.77</td>
<td>8.89</td>
<td>8.93</td>
<td>8.80</td>
<td>8.42</td>
<td>9.01</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>8.73</td>
<td>8.56</td>
<td>9.00</td>
<td>8.84</td>
<td>9.40</td>
<td>8.27</td>
<td>8.75</td>
<td>8.38</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.0-0.1 m</td>
<td>6.67</td>
<td>6.68</td>
<td>6.33</td>
<td>5.84</td>
<td>6.08</td>
<td>5.36</td>
<td>7.71</td>
<td>5.50</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>7.07</td>
<td>6.68</td>
<td>6.35</td>
<td>6.35</td>
<td>6.48</td>
<td>5.06</td>
<td>7.57</td>
<td>5.44</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>7.38</td>
<td>7.40</td>
<td>6.02</td>
<td>7.32</td>
<td>6.67</td>
<td>5.02</td>
<td>7.83</td>
<td>6.23</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>7.38</td>
<td>7.22</td>
<td>7.06</td>
<td>7.78</td>
<td>7.28</td>
<td>5.31</td>
<td>8.60</td>
<td>7.07</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>7.78</td>
<td>7.53</td>
<td>7.70</td>
<td>7.75</td>
<td>7.16</td>
<td>5.77</td>
<td>8.56</td>
<td>7.75</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>7.48</td>
<td>7.66</td>
<td>8.28</td>
<td>7.42</td>
<td>9.12</td>
<td>6.63</td>
<td>8.75</td>
<td>7.36</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.0-0.1 m</td>
<td>9.08</td>
<td>8.78</td>
<td>8.97</td>
<td>8.69</td>
<td>8.85</td>
<td>8.28</td>
<td>8.32</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>9.51</td>
<td>9.05</td>
<td>9.03</td>
<td>9.31</td>
<td>9.16</td>
<td>9.19</td>
<td>8.32</td>
<td>9.28</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>9.74</td>
<td>9.43</td>
<td>9.56</td>
<td>9.60</td>
<td>9.69</td>
<td>9.40</td>
<td>8.76</td>
<td>9.50</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>9.71</td>
<td>9.72</td>
<td>9.80</td>
<td>9.42</td>
<td>10.00</td>
<td>9.58</td>
<td>9.29</td>
<td>9.19</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>9.83</td>
<td>9.70</td>
<td>9.81</td>
<td>9.57</td>
<td>10.05</td>
<td>9.53</td>
<td>9.49</td>
<td>9.12</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>9.86</td>
<td>9.34</td>
<td>9.86</td>
<td>9.63</td>
<td>9.64</td>
<td>9.62</td>
<td>8.75</td>
<td>9.08</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.0-0.1 m</td>
<td>0.587</td>
<td>0.486</td>
<td>0.817</td>
<td>0.868</td>
<td>0.744</td>
<td>0.672</td>
<td>0.336</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>0.550</td>
<td>0.555</td>
<td>0.838</td>
<td>0.896</td>
<td>0.647</td>
<td>0.942</td>
<td>0.386</td>
<td>1.058</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.604</td>
<td>0.448</td>
<td>1.088</td>
<td>0.582</td>
<td>0.699</td>
<td>0.970</td>
<td>0.473</td>
<td>0.896</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>0.486</td>
<td>0.494</td>
<td>0.919</td>
<td>0.394</td>
<td>0.547</td>
<td>0.829</td>
<td>0.364</td>
<td>0.701</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>0.437</td>
<td>0.477</td>
<td>0.773</td>
<td>0.418</td>
<td>0.641</td>
<td>0.647</td>
<td>0.463</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>0.546</td>
<td>0.511</td>
<td>0.677</td>
<td>0.566</td>
<td>0.261</td>
<td>0.579</td>
<td>NA</td>
<td>0.574</td>
</tr>
<tr>
<td>n</td>
<td>0.0-0.1 m</td>
<td>60</td>
<td>65</td>
<td>14</td>
<td>21</td>
<td>38</td>
<td>61</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>60</td>
<td>62</td>
<td>14</td>
<td>20</td>
<td>38</td>
<td>61</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>60</td>
<td>62</td>
<td>14</td>
<td>20</td>
<td>37</td>
<td>61</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>60</td>
<td>62</td>
<td>12</td>
<td>19</td>
<td>33</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>60</td>
<td>56</td>
<td>11</td>
<td>19</td>
<td>23</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>53</td>
<td>56</td>
<td>4</td>
<td>17</td>
<td>3</td>
<td>52</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

While Table 4.1 shows the pH statistics for all sites measured in both surveys, the profile plots in Fig. 4.1 are produced from co-located sites only – i.e. those sites that have been sampled in both 2002 and 2015. This provides us with more precise information regarding the change in soil pH at particular locations and within different land uses and geological units, and eliminates soil information for those sites only sampled at one time point, which would bias results. There were very few soil samples for natural sites in the 1.2-1.5 m depth interval in 2002; hence the plots only extend to 1.2 m. It can be seen that different geological units and land uses have experienced different patterns of soil pH change (Fig. 4.1).
4.1). Non-Vertisols experienced the largest decrease in pH in the topsoil, followed by Red Vertisols and then Grey/Brown Vertisols. This also reflects what would be expected to be the soils with the lowest, to highest pH buffering capacity, respectively. In contrast, the subsoils of both Red Vertisols and Grey/Brown Vertisols had experienced the largest decrease, with non-Vertisols displaying the smallest decrease in pH. The profile plot of paired-sites by land use shows that while sites under cotton had experienced a consistent decrease at paired-sites throughout the profile, there was a less uniform pattern at sites under the natural land use. At natural sites no change was observed in the 0.1-0.3 m depth, but a considerable mean decrease of 0.5 pH units was observed in the 0.5-0.8 m depth. All other layers in the plot had a comparable decrease in pH to cotton sites (Fig. 4.1).

![Graph showing mean change in soil pH from 2002 to 2015 of co-located sites based on different soil types (left) and land use (right) to the depth of 1.2 metres (with standard error bars)](image)

**Fig. 4.1** – Mean change in soil pH (1:5 soil:water) from 2002 to 2015 of co-located sites based on different soil types (left) and land use (right) to the depth of 1.2 metres (with standard error bars)

At co-located sites, soil pH measured in 2002 was highly correlated with soil pH measured in 2015 for all six soil layers (Fig. 4.2). The clear positive correlation suggests that a statistical modelling approach that makes use of the joint variability of these two variables, such as the BLMM, could be advantageous (Orton et al. 2014). This is particularly beneficial when one time point has more soil
samples than the other as, for example, in the 0.8-1.2 m depth layer, where the 2002 survey has 97 samples and the 2015 survey has 147 samples (Table 4.1).

Fig. 4.2 – Correlation of 2002 with 2015 soil pH at co-located samples in the six sampling depths, with the line of best fit and $r$ values (Pearson correlation) included

4.3.2. Principal component analysis (PCA) of numerical predictor variables

The first seven principal components (PCs) explained up to 95% of the variation, and the remaining twelve PCs were discarded (Table 4.2). The impact that each original input variable had on the individual principal components (component loadings) were investigated, with those covariates that contributed the most possessing values furthest from 0 (Table 4.3). As an example, PC1 is largely driven by radiometric data.
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**Table 4.2** – The proportion of variance that each principal component explains, the cumulative variance, and the standard deviation from the principal component analysis (PCA) of the 19 numerical covariates

<table>
<thead>
<tr>
<th>Principal component</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation</td>
<td>2.53</td>
<td>1.99</td>
<td>1.50</td>
<td>1.37</td>
<td>1.25</td>
<td>1.09</td>
<td>0.80</td>
</tr>
<tr>
<td>Proportion of variance</td>
<td>0.34</td>
<td>0.21</td>
<td>0.12</td>
<td>0.10</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>Cumulative proportion</td>
<td>0.34</td>
<td>0.55</td>
<td>0.66</td>
<td>0.76</td>
<td>0.85</td>
<td>0.91</td>
<td>0.95</td>
</tr>
</tbody>
</table>

**Table 4.3** – Results from the principal component analysis (PCA) showing the proportion (loading) that each input variable contributes to the first seven principal components

<table>
<thead>
<tr>
<th>Covariate</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Elevation</td>
<td>-0.25</td>
<td>0.21</td>
<td>0.08</td>
<td>0.08</td>
<td>-0.26</td>
<td>0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>2. Slope</td>
<td>-0.19</td>
<td>0.29</td>
<td>-0.29</td>
<td>0.13</td>
<td>0.10</td>
<td>0.04</td>
<td>-0.09</td>
</tr>
<tr>
<td>3. Length-slope factor(^1)</td>
<td>-0.17</td>
<td>0.32</td>
<td>-0.28</td>
<td>0.24</td>
<td>0.16</td>
<td>0.02</td>
<td>-0.28</td>
</tr>
<tr>
<td>4. Length-slope factor(^2)</td>
<td>-0.16</td>
<td>0.31</td>
<td>-0.28</td>
<td>0.25</td>
<td>0.17</td>
<td>0.02</td>
<td>-0.30</td>
</tr>
<tr>
<td>5. MRRTF</td>
<td>0.05</td>
<td>-0.21</td>
<td>-0.14</td>
<td>-0.26</td>
<td>0.42</td>
<td>-0.43</td>
<td>0.02</td>
</tr>
<tr>
<td>6. MRVBF</td>
<td>0.25</td>
<td>-0.21</td>
<td>0.00</td>
<td>-0.08</td>
<td>0.11</td>
<td>-0.08</td>
<td>-0.65</td>
</tr>
<tr>
<td>7. Topographic wetness index</td>
<td>0.08</td>
<td>-0.13</td>
<td>0.31</td>
<td>0.54</td>
<td>0.27</td>
<td>-0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>8. Wetness index(^1)</td>
<td>0.15</td>
<td>-0.08</td>
<td>0.26</td>
<td>0.06</td>
<td>-0.40</td>
<td>0.35</td>
<td>-0.50</td>
</tr>
<tr>
<td>9. Wetness index(^2)</td>
<td>0.08</td>
<td>-0.12</td>
<td>0.31</td>
<td>0.54</td>
<td>0.27</td>
<td>-0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>10. Weathering index</td>
<td>-0.31</td>
<td>0.00</td>
<td>0.26</td>
<td>-0.04</td>
<td>-0.12</td>
<td>-0.27</td>
<td>-0.10</td>
</tr>
<tr>
<td>11. Total dose</td>
<td>0.36</td>
<td>0.12</td>
<td>-0.14</td>
<td>0.10</td>
<td>-0.14</td>
<td>-0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>12. Dose</td>
<td>0.36</td>
<td>0.11</td>
<td>-0.15</td>
<td>0.10</td>
<td>-0.12</td>
<td>-0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>13. K</td>
<td>0.34</td>
<td>-0.05</td>
<td>-0.27</td>
<td>0.09</td>
<td>-0.01</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>14. Th</td>
<td>0.33</td>
<td>0.11</td>
<td>-0.14</td>
<td>0.16</td>
<td>-0.25</td>
<td>-0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>15. U</td>
<td>0.31</td>
<td>0.29</td>
<td>0.09</td>
<td>-0.08</td>
<td>0.07</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>16. Th/K</td>
<td>-0.04</td>
<td>0.26</td>
<td>0.19</td>
<td>0.10</td>
<td>-0.33</td>
<td>-0.60</td>
<td>-0.08</td>
</tr>
<tr>
<td>17. U(^2)/Th</td>
<td>0.24</td>
<td>0.32</td>
<td>0.18</td>
<td>-0.16</td>
<td>0.18</td>
<td>0.14</td>
<td>0.03</td>
</tr>
<tr>
<td>18. U/K</td>
<td>0.05</td>
<td>0.39</td>
<td>0.33</td>
<td>-0.15</td>
<td>0.08</td>
<td>-0.17</td>
<td>-0.07</td>
</tr>
<tr>
<td>19. U/Th</td>
<td>0.11</td>
<td>0.31</td>
<td>0.28</td>
<td>-0.26</td>
<td>0.33</td>
<td>0.22</td>
<td>0.00</td>
</tr>
</tbody>
</table>

\(^1\)Derived from individual calculation in SAGA GIS; \(^2\)Derived from basic terrain analysis calculation in SAGA GIS

**4.3.3. Bivariate linear mixed models**

The soil pH data and the residuals were normally distributed in all instances, so no transformation was required prior to model development. The covariates included in the different models, and the parameters for the fixed-effect models are shown (Table 4.4). While the covariates included in each model varied, there were some predictor variables that appeared multiple times. Land use and soil type, as well as PC2, PC6, and PC7 were common to many of the final models (Table 4.4). It was common for the same principal components to be included in both the 2002 and 2015 trend for each layer/model. The upper and lower prediction intervals for these common PCs overlapped in all situations, and thus they were merged. The significance in the model was then checked and in all cases they were statistically significant (\(p < 0.05\)), so they were retained in the model.
The residuals are the difference between the predicted and observed values based on the fixed effect terms of the BLMMs. The random effects relate to the semivariogram models fitted to the residuals. The nugget in 2002 ($c_{0,1}$) is generally larger than the nugget in 2015 ($c_{0,2}$), and the cross-correlation nugget is smaller than both of these in all models (Table 4.5). The smallest estimated distance parameter was in the 1.2-1.5 m sampling depth BLMM (216 m), while the largest was in the
0.3-0.5 m sampling depth BLMM (26666 m). This shows that the 1.2-1.5 m sampling depth BLMM is the noisiest or hardest to model based on the available covariates, and is spatially correlated over short distances (Table 4.5).

Table 4.5 – Summary of the random effects from the pH BLMMs at different sampling depths – the auto-correlation nugget \(c_{0,1,1}\) and \(c_{0,2,2}\), the cross-correlation nugget \(c_{0,1,2}\), the auto-correlation structural semivariance \(c_{1,1,1}\) and \(c_{1,2,2}\), the cross-correlation structural semivariance \(c_{1,1,2}\), and the range \(\phi\). The range is presented in metres, and is multiplied by 3. The subscript 1 refers to the 2002 survey, and the subscript of 2 refers to the 2015 survey.

<table>
<thead>
<tr>
<th>Random effects</th>
<th>0-0.1 m</th>
<th>0.1-0.3 m</th>
<th>0.3-0.5 m</th>
<th>0.5-0.8 m</th>
<th>0.8-1.2 m</th>
<th>1.2-1.5 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_{0,1,1})</td>
<td>0.25</td>
<td>0.21</td>
<td>0.31</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>(c_{0,2,2})</td>
<td>0.13</td>
<td>0.17</td>
<td>0.25</td>
<td>0.05</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td>(c_{1,1,1})</td>
<td>0.03</td>
<td>0.05</td>
<td>0.15</td>
<td>0.06</td>
<td>0.16</td>
<td>0.09</td>
</tr>
<tr>
<td>(c_{1,2,2})</td>
<td>0.17</td>
<td>0.13</td>
<td>0.77</td>
<td>0.29</td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td>(c_{1,1,2})</td>
<td>0.21</td>
<td>0.30</td>
<td>1.08</td>
<td>0.30</td>
<td>0.07</td>
<td>0.22</td>
</tr>
<tr>
<td>(c_{1,2,2})</td>
<td>0.19</td>
<td>0.20</td>
<td>0.91</td>
<td>0.20</td>
<td>0.09</td>
<td>0.19</td>
</tr>
<tr>
<td>(\phi) (m)*</td>
<td>973</td>
<td>1336</td>
<td>26666</td>
<td>656</td>
<td>962</td>
<td>216</td>
</tr>
</tbody>
</table>

*Effective range for exponential model is three times the distance parameter

The final models were quite consistent in their quality for each soil layer and all models had low levels of bias (Table 4.6). Most fitted models displayed standardised squared prediction errors (SSPE) that were close to the expected values of a mean of 1.0 and a median of 0.455, however, the 0.3-0.5 sampling depth had a median 0.29, which suggests the presence of outliers (Table 4.6). Values for Lin’s concordance correlation coefficient (LCCC) showed that there was generally a good fit for all models, with the topsoil being the best predicted. The root mean squared error (RMSE) also revealed low values which ranged from 0.50-0.67 pH units (Table 4.6).

Table 4.6 – Quality statistics of the models for the six soil layers based on leave one out cross-validation

<table>
<thead>
<tr>
<th>Soil layer</th>
<th>LCCC</th>
<th>RMSE</th>
<th>Bias</th>
<th>Mean (SSPE)</th>
<th>Median (SSPE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 m</td>
<td>0.57</td>
<td>0.61</td>
<td>0.00</td>
<td>1.03</td>
<td>0.44</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>0.47</td>
<td>0.65</td>
<td>0.00</td>
<td>1.05</td>
<td>0.41</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>0.44</td>
<td>0.67</td>
<td>-0.01</td>
<td>1.02</td>
<td>0.29</td>
</tr>
<tr>
<td>0.5-0.8 m</td>
<td>0.55</td>
<td>0.53</td>
<td>-0.01</td>
<td>1.01</td>
<td>0.32</td>
</tr>
<tr>
<td>0.8-1.2 m</td>
<td>0.44</td>
<td>0.50</td>
<td>0.02</td>
<td>1.02</td>
<td>0.45</td>
</tr>
<tr>
<td>1.2-1.5 m</td>
<td>0.48</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>0.53</td>
</tr>
</tbody>
</table>
4.3.4. Soil pH maps and modelled data

The 0-0.1 m depth maps reveal the lowest soil pH values for the whole profile on average. The impact of land use is clear, with cotton farms typically possessing higher pH values. The change map showed a predicted decrease of greater than 0.5 pH units for modest parts of the study area from 2002 to 2015, particularly the eastern side where the sandier soils are situated (Fig. 4.3). In the 0.1-0.3 m depth maps, soil pH values are generally higher than those of the surface soil, and the extent of modelled change in pH is not as great (Fig. 4.3). The change map showed that while small areas underwent decreases in pH, there were also small pockets where there was a predicted increase (Fig. 4.3).

It is clear that the subsoil pH is substantially higher than the upper layers (Fig. 4.4). In the 0.3-0.5 m depth maps there is an obvious correlation with soil type and pH, and the areas at higher elevation possess the lowest pH values, with the alluvial floodplains possessing the highest (Fig. 4.4). The change map shows that several different pockets of the study area were predicted to have experienced acidification of 0.5-1 pH units, but there were also some areas where there was a modelled increase in pH. The 0.5-0.8 m depth maps revealed similar spatial patterns, however, the change map showed more widespread acidification trends of 0.5-1 pH units.

The pH maps of the deepest layers (0.8-1.5 m) reveal some very high pH levels (Fig. 4.5). The 0.8-1.2 m maps show quite uniform pH values throughout the study area, with the rocky outcrops again showing the lowest pH levels. The change map in this layer displayed quite widespread acidification of 0.5-1 pH units over the 13-year period, particularly on the alluvial floodplains. Again, there was a predicted increase in pH in those areas of higher elevation from 2002 to 2015 (Fig. 4.5). In the deepest sampling depth (1.2-1.5 m) there are very few samples in the eastern half of the study area in 2002, and the maps must be viewed with this in mind. Widespread acidification is evident in the change maps across much of the study area, with some areas predicted to have experienced a decrease of 1-2 pH units. Interestingly, the 1.2-1.5 m depth maps show that soil pH is higher in the sandier soils than those situated on the alluvial floodplains, but in contrast, the maps from the initial four layers to 0.8 m showed that these soils generally had a lower soil pH than the soils on the floodplains (Fig. 4.5).

The rate of pH change from model predictions across the study area for different land uses ranged from -0.07 pH unit yr\(^{-1}\) to 0.03 pH unit yr\(^{-1}\) (Table 4.7). The dryland land use had the most variable rates of change throughout the profile, while the cotton land use had the most consistent acidification trends.
Table 4.7 – Rate of change on a per year basis by land use from modelled maps of whole study area during the 2002-2015 period (pH unit yr\(^{-1}\))

<table>
<thead>
<tr>
<th>Soil depth</th>
<th>Cotton</th>
<th>Dryland</th>
<th>Natural</th>
<th>Horticulture</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 m</td>
<td>-0.014</td>
<td>-0.046</td>
<td>-0.019</td>
<td>-0.019</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>-0.019</td>
<td>-0.010</td>
<td>-0.003</td>
<td>-0.010</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>-0.015</td>
<td>+0.033</td>
<td>-0.018</td>
<td>-0.000</td>
</tr>
<tr>
<td>0.5-0.8 m</td>
<td>-0.018</td>
<td>+0.013</td>
<td>-0.037</td>
<td>-0.053</td>
</tr>
<tr>
<td>0.8-1.2 m</td>
<td>-0.019</td>
<td>+0.013</td>
<td>-0.029</td>
<td>-0.044</td>
</tr>
<tr>
<td>1.2-1.5 m</td>
<td>-0.019</td>
<td>-0.065</td>
<td>-0.056</td>
<td>-0.051</td>
</tr>
</tbody>
</table>
Fig. 4.3 - Maps of soil pH values (1:5 soil: water) for the 0-0.1 and 0.1-0.3 m depths in 2002 and 2015 overlain with sample locations, and the change in soil pH in this time period (2015-2002).
Figure 4.4 – Maps of soil pH values (1:5 soil:water) for the 0.3–0.5 and 0.5–0.8 m depths in 2002 and 2015 overlain with sample locations, and the change in soil pH in this time period (2015–2002).
Fig. 4.5 - Maps of soil pH values (1:5 soil: water) for the 0.8-1.2 and 1.2-1.5 m depths in 2002 and 2015 overlain with sample locations, and the change in soil pH in this time period (2015-2002).
4.3.5. Statistical significance of change in soil pH

The maps of the z-scores for the 0-0.1 m depth increment show that there are some very small areas that experienced a significant decrease in soil pH (\( p \)-value <0.20) (Fig. 4.6). For the 0.1-0.3 and 0.3-0.5 m depths, it is clear that almost no statistically significant change in pH was detected. The 0.5-0.8 and 0.8-1.2 m z-statistic maps are quite similar and reveal some areas where a statistically significant decrease (\( p \)-value <0.20) in soil pH was predicted, as well as an isolated area with an increase in pH. The final layer of 1.2-1.5 m shows the most widespread and statistically significant decreases in pH spread throughout the study area with reasonably sized areas predicted to have experienced acidification (\( p \)-value <0.10). Different land uses underwent varying severities and extents of statistically significant soil acidification (Table 4.8). The most extensive acidification occurred in the lower horizons (0.5-1.5 m) and was particularly widespread in soils under the natural land use, as well as horticulture (Table 4.8). All of these results show that overall, only isolated areas of the study area had experienced a statistically significant decrease in soil pH, apart from the deepest layer where it was quite extensive. It is clear that despite some of the predicted change maps (Fig. 4.3, 4.4, 4.5) depicting widespread decreases in soil pH, this does not always link with the statistical significance of the change.
Fig. 4.6 – Maps of z-scores showing the statistical significance of the change in soil pH for each sampling depth
Table 4.8 – Area extent of predicted statistically significant decreases in soil pH by land use across the study area at different levels of significance

<table>
<thead>
<tr>
<th>Significance level</th>
<th>$z$-score value</th>
<th>$P &lt; 0.20$</th>
<th>$P &lt; 0.10$</th>
<th>$P &lt; 0.05$</th>
<th>$P &lt; 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$1_{\text{ha}}$</td>
<td>$1_{\text{Total}}$</td>
<td>$1_{\text{LU}}$</td>
<td>$1_{\text{ha}}$</td>
</tr>
<tr>
<td>Soil layer</td>
<td>Land use</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>0.0-0.1 m</td>
<td>Cotton</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Dryland</td>
<td>1.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>Dryland</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>Dryland</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5-0.8 m</td>
<td>Dryland</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.8-1.2 m</td>
<td>Dryland</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.2-1.5 m</td>
<td>Dryland</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Natural</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*Number of hectares, *percentage of total study area and, *percentage of total land use area predicted to have experienced a statistically significant decrease in soil pH

4.4. Discussion

4.4.1. Soil pH, acidification, and driving factors

The optimum soil pH range for cotton is 5.5 to 7 (Hazelton and Murphy 2007), and this study revealed some very high pH levels in the subsoil, suggesting that there are potential limitations to crop productivity in the Hillston district. Roots of cotton crops typically go beyond 1 metre, but an unsuitable pH can inhibit vertical root growth, which results in a smaller volume of soil that is accessible by the crop, and consequently a smaller amount of water and nutrients that can be utilised. The monitoring and modelling of soil pH in this study indicates that there has been an overall acidification trend at all sampling depths to various degrees in the Hillston district since the original 2002 survey. An acidification trend in soil is commonly regarded as undesirable (Helyar et al. 1988), but in this case the naturally very high soil pH, particularly in the subsoil, makes acidification less of an issue. However, if acidification was
to continue there is a potential in the distant future for undesirable effects, such as the inhibition of nutrient uptake by crops. This is even more crucial for cotton-growing regions, as cotton is particularly sensitive to soil acidity.

The observed soil acidification trend in this study is presumed to be at least partly due to the intensive management practices of irrigated cotton production. Cotton production in Australia is particularly renowned for high, and often excessive applications of N fertiliser to the soil (Rochester 2011), and this could have contributed to the soil acidification observed in our study. A study that observed widespread decreases in topsoil pH (-0.015 to -0.04 pH unit yr⁻¹) across China from 1980 to 2010, primarily attributed this acidification to the increased use of nitrogen fertilisers in agricultural soils (Guo et al. 2010). Additionally, the large amounts of irrigation water percolating through the profile in soils under cotton production in this study is also likely to have leached basic cations out of the upper soil profile and hastened the dissolution of soil inorganic carbonates, causing the soil pH to decrease (Jenny 1980). The irrigation requirement for cotton in the southern growing-regions of Australia ranges from 10-14 ML/ha a season (equivalent to 1000-1400 mm of rainfall), and is about triple to quadruple the average annual rainfall of Hillston. Soils of the Hillston district are known to possess an abundance of naturally-occurring lime (CaCO₃), particularly in the subsoil (Cay and Cattle 2005). The dissolution of carbonates is therefore a probable cause of the large decreases in soil pH in the 1.2-1.5 m depth. This layer experienced the most widespread and statistically significant pH decrease of all sampling depths.

It should be noted that very few studies map soil at depths below 1 m, and very few have considered monitoring subsoil pH. Despite this, topsoil pH has been monitored at decadal scales by various approaches: at the regional level using a database of soil test results requested by farmers (Marchant et al. 2015), and at a national scale using data from two soil surveys (Guo et al. 2010). A more comparable study to ours that was situated in the Namoi, Macintyre, and Gwydir cotton-growing valleys of northern NSW by Singh et al. (2003) observed similar trends of soil acidification. These areas are physiographically similar to the lower Lachlan valley, with extensive floodplains supporting mainly Vertisol soil types which are commonly alkaline and contain pedogenic lime in the subsoil. The mean annual rainfall of the northern cotton-growing valleys (~600-650 mm) is almost double that of Hillston (367 mm) (BOM 2017), and hence the soil is more accustomed to higher water percolation. Rather than surveying soil pH at two time points, the authors measured the pH and pH buffering capacity of the topsoil (0-0.1 m) to calculate acidification rates into the future, with estimations that it would take between 10 and 417 years (-0.002 to -0.1 pH unit yr⁻¹) for soil pH to decrease by 1 unit (Singh et al. 2003).
These acidification rates are similar to those found in the topsoil (0-0.1 m) of our study (-0.01 to -0.05 pH unit yr⁻¹). The authors attributed the acidification to being mainly a function of land use, with larger acid inputs assumed for cultivated fields compared with un-cultivated fields. However, the authors also acknowledged the potential contribution of soil carbonate dissolution to this acidification, with this assumed to be due to the increased water percolation from irrigation. While most monitoring studies on soil pH focus on the transition of acidic-neutral soils to acidic soils, our study and that of Singh et al. (2003) focused on the acidification of alkaline soils.

The naturally occurring pedogenic calcium carbonate (CaCO₃) is assumed to be responsible for much of the high soil pH levels found in the study area. However, the presence of some very alkaline samples (pH >9.5) in the subsoil indicates that this could also be due to the presence of other carbonates, such as sodium carbonate (Na₂CO₃) and sodium bicarbonate (NaHCO₃). Sodium carbonate in particular has a much higher pH level (11.26 per 100 mM at 25°C) than calcium carbonate (pH 9.91 per 100 mM at 25°C) and is also much more soluble in water (Brečević and Nielsen 1989). The original 2002 study also revealed very high exchangeable sodium percentages (ESP) in the subsoil, with the majority of values above 15% (Onus et al. 2003), and this is another indication that these sodium-derived carbonates are likely to be widespread in the study area. The combination of high pH and high solubility suggests that the dissolution of sodium carbonate is an important factor in the acidifying trends of soil observed in this study.

Nevertheless, our study found that not only had soil acidification occurred under the more intensive irrigated land uses (irrigated cotton and horticulture), but also, in many cases, under the non-irrigated land uses (dryland cropping and ‘natural’). It is believed that the three very wet years experienced in Hillston from 2010 to 2012 had contributed to this decrease in pH by encouraging the dissolution of carbonates under these non-irrigated land uses. Carbonates in soils under irrigated land uses had likely undergone some amount of dissolution when irrigation practices were initially introduced decades ago, whereas areas under non-irrigated land uses have only recently been exposed to large amounts of water percolating through the soil. Overall, this suggests that appreciable soil change can occur over short time periods as a result of significantly high amounts of rainfall. In addition, the less intense dryland land use also drives acidification to some extent through the application of acidifying fertilisers, and removal of basic cations through continuous harvesting of plant biomass.

While irrigated cotton production is almost entirely carried out on Vertisols, the non-irrigated land uses are typically situated on the non-Vertisols (sandier soils). Vertisols are known to possess a
higher pH buffering capacity and a greater ability to counteract acidification than the sandier, non-Vertisol soils found in the study area (Helyar et al. 1990; Singh et al. 2003; Cay and Cattle 2005). Fig. 4.1 also supports this, where the greatest decreases in pH in the upper section of the profile was experienced in the non-Vertisols. It also shows that the Grey/Brown Vertisols experienced the smallest change in pH at these depths, which is what would be expected of these younger soil types, with the Red Vertisols experiencing an intermediate level of soil pH change. This combination of reasons could explain the decreases in pH under the ‘natural’ land use observed in this study. Nevertheless, it is difficult to conclusively disentangle the impacts of land use and climate when undertaking a soil monitoring/change study.

4.4.2. Spatial patterns of soil pH maps
The spatial patterns of the soil pH maps produced in this study reflect both land use and soil type. Management is expected to have a greater influence on the topsoil, and this is reflected by the stronger correlation of pH with land use in the shallower layers of the soil profile (0-0.5 m). It was also clear that land use generally had more of an impact on pH in 2015 than in 2002 (Table 4.4), as land use was not a significant predictor in the sampling depths from 0.5-1.2 m in 2002. This is logical, as irrigated cotton production became prevalent in Hillston in the 1990s and was considered a relatively new industry in 2002. Similarly, soil type played a significant role in model development in the upper three layers of the soil profile, but had less of an influence in the subsoil (0.5-1.5 m). In the topsoil, there is considerable contrast in properties between the soil types, with the non-Vertisols typically being more acidic with a sandier texture, but there is often less contrast in the subsoil of these differing soil types. This could explain the relatively high importance of soil type in driving spatial patterns of soil pH in the upper 0.5 m (Table 4.4).

4.4.3. Statistical significance of pH change
The z-statistic score is calculated using the contrast variance, as described in Equation 4, and in this study we have also included the covariance term from Equation 3. When the covariance term is included, the contrast variance is reduced, which subsequently gives greater sensitivity in predicting a statistically significant change. In this study, the 1.2-1.5 m sampling depth revealed the most widespread statistically significant decreases in soil pH (Fig. 4.6). This predicted change may appear to be due to the smaller number of samples at this depth, but calculation of the z-statistic takes this into account, and the confidence intervals surrounding this would consequently be much larger. The 0.5-0.8 and 0.8-1.2 m z-statistics maps also revealed pockets of land where statistically significant decreases in pH were
predicted, indicating that the subsoil experienced greater levels of acidification than the topsoil (Fig. 4.6).

The maps of soil pH and the standalone change maps (2015-2002) showed that large parts of the study area had experienced a decrease in pH throughout the soil profile, with a few isolated areas of a modelled increase in soil pH. Despite this, these maps do not indicate if these changes have been statistically significant. The z-statistic maps, however, show this and reinforce the importance of placing a prediction interval around the predicted change. Take the 0.5-0.8 and 0.8-1.2 m depth increments for example, where the standalone change maps (Fig. 4.4 and 4.5) show large and widespread shifts in soil pH, and compare these with the z-statistic maps (Fig. 4.6), which showed that only a small area actually experienced a statistically significant change in pH. This is a good example of why standalone predicted change maps must be viewed with caution, and why placing a prediction interval around predicted change is crucial to ensure that the importance of the change is properly represented. Ignoring the prediction intervals may lead to the implementation of poorly informed policy decisions and management techniques. There are still very few digital soil mapping and monitoring studies that consider hypothesis testing and the statistical significance of the change in a soil property.

4.4.4. Bivariate linear mixed models – benefits and opportunities

Overall, the six BLMMs had high predictive power and low prediction variance. The fitted models displayed mean and median standardised squared prediction errors (SSPE) that were close to the expected values of 1.0 and 0.455, respectively, which suggests that the prediction variances represented the actual errors. The maps also displayed a logical connection between different time points for the same depth, which is likely due to the use of our BLMM, and in particular modelling the cross-correlation between surveys in our random effects term. There are no studies, to our knowledge, that utilise this co-variance through time to create digital maps of any soil property, with all studies opting for univariate approaches. Karunaratne et al. (2014) attempted to use a BLMM through time on soil survey carbon data for a region sampled twice over a decade, however, the optimum bivariate model found no significant cross correlation in the random effects between the two surveys. Because of this, the covariance term was considered to be zero, and two separate univariate LMMs were fitted for each time point (Karunaratne et al. 2014).

The varying quality of models at different depths could be attributed to a few characteristic limitations. The number of samples available is crucial in determining model quality, with the deepest
layer possessing the fewest samples; the shallowest having the most, and a gradient in between. It is generally accepted that there is a positive correlation between the number of samples available and model quality. Another important factor is the original standard sampling depths of the 2002 survey. For example, considerable assumptions are made when interpolating the 0.3-0.4 m depth from the 2002 data to the standard 0.3-0.5 m depth used. In contrast, the 2002 depths of 0.8-0.9 and 1.1-1.2 m would have resulted in a more accurate interpolation to the standard 0.8-1.2 m depth. This theory is supported by the lower model quality of the 0.3-0.5 m depth layer, and the higher model quality of the 0.8-1.2 m depth layer. This could also explain the lack of a clear pattern in model quality throughout the soil profile.

In this study we have utilised co-located soil information from different time points to create separate soil maps, and thus account for spatial correlation through time. However, there are further opportunities to utilise spatial correlation from other soil depths or other soil properties to improve our models and predictions. A study in Nigeria created digital soil maps of texture at six different soil layers to 2 m depth, using machine-learning approaches (Akpa et al. 2014). Instead of creating a unique model for each soil layer as we have done in our study, one model was developed for all soil layers for a particular soil property, and soil sampling depth was included as a predictor variable. This approach dramatically improved prediction accuracy as the abundance of information from other layers was utilised. However, the covariance between these co-located samples cannot be incorporated into the machine-learning approach. Having one model for multiple depths creates soil maps that pedologically make sense, as the same covariates are used, and information from depths above and below the depth of interest are utilised. In a more complex way, Orton et al. (2014) used a linear model of co-regionalization (LMCR) to model two soil properties at three depths, resulting in six variables in the LMCR. This meant that the correlation between the two soil properties, and the correlation between the different depths, was utilised. Results showed improved predictions, particularly where missing samples occurred (Orton et al. 2014).

There is potential in the future to use multivariate LMMs where one model is created for multiple time points, at multiple depths, and for multiple soil properties. The main limitation to this approach is the amount of computing power required to develop such a model. Modelling the spatial co-variation between multiple variables is a much greater assignment than modelling only one variable, leading to significant practical impediments (Orton et al. 2014).
Finally, our maps were created on a 100 m grid and predicted on point support, but there is the opportunity to predict on the block support. Blocks can be square or irregular shapes, such as agricultural fields and consist of averaged values of all response variables in the block area. In contrast, when predicting on point support, the value of the response at a single point is used, and then this is visualised into a square grid when maps are created (Bishop and Lark 2007). There is much literature on predicting on a block support (Goovaerts 1997) and how it results in smaller prediction variances, however very few studies adopt this approach (Bishop et al. 2015). Block kriging would be beneficial in monitoring studies as it would result in more statistical power for the hypothesis testing. An example by Bishop and Lark (2007) analysed a potassium fertilizer experiment using geostatistics at different spatial supports (point, field, and farm), and recent work by Bishop et al. (2015) showed experimentally that predictions on the block support were more accurate than those on the point support (Bishop et al. 2015). Given this improvement, it would seem wise to consider the correct prediction support of maps of change, especially as predictions on block supports of a field or landscape unit are probably more useful for guiding management decisions (Vaysse et al. 2017). For example, a grower may be more interested in the average change in their fields, rather than a point on a 100 m grid.

4.5. Conclusions & future directions
A mild soil acidification trend was observed across the cotton-growing region of Hillston in the lower Lachlan catchment between the years 2002 and 2015. However, only isolated areas experienced a statistically significant decrease in pH, and these significant decreases in pH were more pronounced at deeper layers of the soil profile. There are very few studies that consider monitoring the change in subsoil pH, or the change of any property in the subsoil. The likely driving factors of this soil acidification are management practices associated with irrigated cotton production (e.g. N fertilizer application) and increased water percolation through the soil profile (e.g. base cation leaching, and carbonate dissolution) due to continuous irrigation and periods of very high rainfall. While acidification of these highly alkaline soils is of no great concern at this time, possible further acidification still needs to be monitored, particularly in the more acidic topsoil and in those soil types with a lower pH buffering capacity. Overall, the six bivariate linear mixed models (BLMMs) developed had high predictive power and low prediction variance, and these are likely aided by the utilisation in the modelling of the correlation of pH values at co-located sites. Further work should focus on not solely utilising the correlation between the same soil property at different time points at co-located sites, but also using
the correlation with other sources of information, such as different soil depths or different soil properties.
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Chapter 5

5. Monitoring changes in topsoil and subsoil salinity and sodicity in an irrigated semi-arid landscape over a 13-year period
Chapter 5 – Soil salinity and sodicity

Abstract

Soil salinity and sodicity are two of the most widespread and limiting soil constraints for agriculture globally, and are particularly significant in arid and semi-arid landscapes. This study monitors the change in soil electrical conductivity (EC) and exchangeable sodium percentage (ESP) between 2002 and 2015 using data from soil surveys collected in a semi-arid irrigated cotton-growing region in the lower Lachlan River valley in southern NSW, Australia. Bivariate linear mixed models (BLMMs) were used to create digital maps of soil properties using co-located soil information and correlation through time at six standard depth increments for EC (0-0.1, 0.1-0.3, 0.3-0.5, 0.5-0.8, 0.8-1.2, 1.2-1.5 m), and two depth increments for ESP (0-0.1, 0.8-1.2 m). The models in this study showed high predictive power, and the advantages of using bivariate linear mixed models to model soil properties through time compared to univariate approaches are demonstrated. Traditional laboratory methods were used to measure EC, but visible near infrared (VisNIR) spectroscopy techniques were used in combination with traditional methods to predict soil ESP values to high accuracy (0.79 LCCC independently-validated). The study area possessed low levels of soil salinity, and temporal shifts in EC were detected. Some degree of statistically significant changes in EC were detected at all sampling depths, however, the most widespread changes occurred at the 1.2-1.5 m depth where statistically significant increases and decreases in salinity were detected. Overall, no appreciable change was observed in soils under the natural land use at most depths, but some areas under irrigated cotton production experienced a desalination trend. In contrast, soil EC under irrigated perennial horticultural production was predicted to have increased over time, with this attributed to continual irrigation, the use of poorer quality irrigation water, and the use of fertilisers that contain salts. It was apparent that the varying trajectories of soil EC under the different irrigated land uses were due to the varying quantity and quality of irrigation water used over the 13-year study period. Soil sodicity at Hillston was found to be generally low to moderate in the upper 0.5 m of the soil profile, but very high in the lower part of the profile; 0.5-1.5 m depths, leading to potentially undesirable impacts on soil structure. A trend of increasing soil sodicity through time was observed in the study area. The impact of land use on changes in soil ESP was less clear than that of EC, but most of the statistically significant increases occurred in areas under irrigated cotton and horticultural production. The cause of this increase in sodicity is not clear, although it is likely due to the continual addition of sodium to the soil system through irrigation and fertilisers. These statistically significant changes must be viewed with caution, as a portion of the 2015 samples were predicted by VisNIR spectroscopic methods, and hence contain a greater amount of error than samples measured by traditional laboratory methods. The observed trend of increasing ESP and decreasing EC is concerning for areas under irrigated agriculture, as their relative proportions in a soil determine whether a soil disperses or stays aggregated upon irrigation. Additionally, there is the dilemma that the management solution to reduce the salinity levels of soil (irrigate with high quality water) is antagonistic to the management solution to reduce the impact of sodic soil on crop production (irrigate with saline-sodic water). It is essential that soil salinity and sodicity both continue to be monitored in conjunction to examine the direction of any future changes, and that growers are aware of the salinity and sodicity status of their soil when making decisions on irrigation.
5.1. Introduction

Soil salinity and sodicity are two of the most important and widespread soil constraint and degradation issues in Australia and throughout the globe (Shahid 2013; Mora et al. 2017). Soil salinity has typically received most of the spotlight in Australian agriculture, but soil sodicity far overshadows salinity in regards to impact on agriculture and land area covered (Northcote and Skene 1972). Arid and semi-arid ecosystems cover ~40% of the Earth’s surface, and are particularly known for possessing saline and sodic soils, largely due to the minimal leaching of salts from the soil profile (Ford et al. 1993; Corwin et al. 2003; Rengasamy 2006; Jalali et al. 2008; Hulugalle et al. 2013). Despite receiving low rainfall, these areas often have an abundance of groundwater and surface water available for irrigated agriculture, and this has recently started to be utilised for irrigated cotton (Gossypium hirsutum) production in eastern Australia.

Excessively saline soils can detrimentally impact crop production, but soil salinity can also positively impact the physical properties of a soil, as it encourages particles to bind together into aggregates (McKenzie and Orange 2003; Warrence et al. 2003). In contrast, soil sodicity encourages dispersion of soil, as excessive sodium ions on exchange sites weaken bonds between clay particles (Rengasamy and Olsson 1991). The relative proportion of salinity and sodicity in a soil is integral, as this determines whether a soil will disperse or stay aggregated upon wetting (McNeal 1968). In addition, the salt concentration of applied irrigation water has an important role on the physical structure of soils, with saline irrigation water encouraging flocculation, and less saline water promoting dispersion (Warrence et al. 2003).

While soil salinity and sodicity are often inherent issues in arid and semi-arid landscapes, these issues can be further accentuated by agricultural management practices. Salt content of a soil can increase through movement from other parts of the soil, such as being washed down from above, or rising from soil beneath due to a rising water table. This connectivity is why it is crucial to monitor multiple depths of the soil concurrently, although this is rarely considered. The addition of salts to soil from external sources is another method of increasing salinity and sodicity, and this often occurs through application of certain fertilisers (e.g. potash) and by means of irrigation. The Australian cotton industry is dominated by irrigated production, accounting for as much as 79% of the production area, and 90% of total lint produced between 2009 and 2014 (Roth 2014). During a typical growing season of an irrigated cotton crop the equivalent of ~1000-1400 mm of water is applied, and with this roughly 1.5 tonnes per hectare of salt is deposited into the soil within the root zone (McKenzie and Orange 2003).
general, sodium is the dominant cation in this deposited salt, causing potentially detrimental problems of both soil salinity and sodicity (McKenzie and Orange 2003). The quality of irrigation in Australia can be highly variable, with groundwater typically possessing higher sodium levels than that of water extracted from rivers (Speirs et al. 2011). During the 2000s, much of eastern Australia experienced the ‘Millennium Drought’, which meant that surface water for irrigation was scarce and only groundwater was available. However, the emergence of La Niña in 2010 resulted in several consecutive years of high rainfall and floods in some locations, making surface water for irrigation more available again.

While there are a few examples of studies that have monitored spatio-temporal changes in soil salinity (Herrero and Pérez-Coveta 2005), very few consider doing so for sodicity. This is not due to a lack of interest in sodicity, but rather because the electrical conductivity (EC) of a soil is easily measured by traditional laboratory techniques, while analysing exchangeable sodium percentage (ESP) by traditional laboratory methods is both extremely time and resource intensive. There has been much recent focus and development on using cheap and rapid soil spectroscopic techniques to analyse soil properties as a way of overcoming this common issue. This has largely been successful, however, the accuracy of predictions using soil spectroscopic techniques varies considerably among different soil properties (Viscarra Rossel et al. 2006). Nevertheless, there is promise for using these approaches to predict soil ESP and other difficult-to-measure soil properties, and this is likely to encourage monitoring studies to focus on environmentally- and agriculturally-important soil properties that are often disregarded due to their cost prohibitive nature.

It is anticipated that the recent shifts in rainfall and the variability of irrigation water quantity and quality, combined with the intensive management practices of irrigated cotton production may have caused significant shifts in soil condition in arid and semi-arid landscapes in eastern Australia. There is particular interest in the state of the soil in the relatively new southern cotton growing regions of NSW, as there has been very little monitoring on the impact that cotton production has had in these areas (Holland 2014). Long-term studies of the spatio-temporal changes in soil salinity and sodicity are scarce, and while these issues are important throughout the soil profile, most studies solely focus on the topsoil. This study monitors the change in soil electrical conductivity (EC) at six depth increments to 1.5 m and exchangeable sodium percentage (ESP) at two depth increments (0.0-0.1 and 0.8-1.2 m) from 2002 to 2015 in a semi-arid irrigated cotton-growing region in southern NSW, Australia. Due to cost limitations, visible near infrared (VisNIR) spectra are combined with traditional laboratory methods to predict soil ESP on a portion of samples, and the benefits and limitations of this are discussed. The
primary aim of the study is to analyse the impact that different land uses, management practices, and recent shifts in rainfall patterns have on the trajectory of change in soil salinity and sodicity.

5.2. Materials and methods

5.2.1 Soil datasets

As described in greater detail in Chapter 3, soil samples from the same 115 soil cores extracted in the soil survey conducted at Hillston in 2002 were used, along with samples from the 160 soil cores extracted from the soil survey conducted in 2015. Many of these cores (n = 103) were sampled at the same spatial location in the different surveys using georeferenced coordinates. The subsampling depths of soil cores in 2002 were; 0-0.2, 0.3-0.4, 0.55-0.65, 0.8-0.9, 1.1-1.2, and 1.35-1.5 m, while cores from 2015 were subsampled into; 0-0.1, 0.1-0.3, 0.3-0.5, 0.5-0.8, 0.8-1.2, and 1.2-1.5 m depth increments. Because of the differences in these sampling depths, equal-area quadratic smoothing splines (Bishop et al. 1999) were used on soil EC and ESP data for the 2002 samples to standardise this to the 2015 sampling depths.

5.2.2 Laboratory analyses

All of the samples were air-dried, ground and passed through a 2 mm sieve. To estimate salinity, soil electrical conductivity (EC) was determined for 1:5, soil: water extracts, using a CDM 83™ conductivity meter for the 2002 samples, and using a Mettler Toledo SevenCompact™ conductivity meter for the 2015 samples. In both the 2002 and 2015 datasets, exchangeable base cation (Ca²⁺, Mg²⁺, K⁺ and Na⁺) contents were determined for samples that were extracted with alcoholic 1 M ammonium chloride (pH 8.5), and then analysed by atomic absorption spectrometry (Rayment and Lyons 2011). Prior to this, samples were pre-treated to remove soluble salts by using a combination of 60% aqueous ethanol and 20% aqueous glycerol. The effective cation exchange capacities (ECEC) were estimated by summing the exchangeable basic cations, and exchangeable sodium percentages (ESP) were calculated by dividing the exchangeable sodium contents by the ECEC and multiplying by 100.

5.2.3 Visible near infrared (VisNIR) spectroscopy analyses

While EC is rapid and inexpensive to analyse by traditional laboratory methods, the estimation of ESP and ECEC is considered to be quite labour intensive. Consequently, not all soil samples were analysed for ESP and ECEC by traditional laboratory methods in the 2015 dataset, despite all 2002 soil samples being fully analysed by this approach (Fig. 5.1). Instead, both ESP and ECEC were directly predicted using visible near infrared (VisNIR) spectroscopic techniques in those samples from the 2015 survey that were
not measured by traditional laboratory techniques (Fig. 5.1). The training dataset consisted of 385 samples from the 2002 survey, as well as 138 samples from the 2015 survey, and this was used to predict onto the remaining 768 un-analysed samples from 2015. Spectroscopic measurement was made with an Agrispec portable spectrophotometer with a contact probe attachment on dried and ground samples (Analytical Spectral Devices, Boulder, Colorado). To reduce signal-to-noise ratios of the spectra, three scans of each sample were performed, from which an averaged reflectance spectrum was derived. Calibration of the instrument was made with a Spectralon white tile and was re-calibrated after every 15 scans, or five samples.

To ensure that this subset of 138 samples represented the remaining 768 samples from the 2015 survey appropriately, conditioned Latin hypercube (CLHC) sampling was used (Minasny and McBratney 2006). Initially, a principal component analysis (PCA) was performed on the spectra from the VisNIR wavelengths (350-2500 nm) of the 906 samples from the 2015 survey. The first two principal components (PCs) from this PCA explained >95% of the cumulative variation. We aimed to select 20 out of the 160 sites from 2015 based on the whole profile, so the first two PCs of the first four sampling depths (as not all cores had six sampling depths) were used as input criteria for the CLHC, which ensured that most of the soil profile was considered during site selection. Land use and soil type was also used as an input in the CLHC to ensure that each soil-land use complex of the study area was represented. An additional 10 samples were selected at the 0-0.1 and 0.8-1.2 m sampling depth by a similar approach.

The training dataset (n = 523) was then used to directly predict soil ESP on the un-analysed samples (n = 768) using Cubist models, which is a machine learning technique. The predictor variables included wavelengths from 500-2450 nm, averaged into segments of ten nm, and the mid-depth of the sample, to ensure that the depth of the sample was taken into account when predicting.

To test the prediction quality of the Cubist models, 75% of the dataset was used as calibration, and the remaining 25% was used as validation, as is common practice when undertaking this procedure. These two datasets were selected by using the VisNIR spectra and measured ESP values as inputs in a Latin hypercube, and this ensured that both the validation and calibration datasets were appropriately represented. During model testing, it was ensured that other depth samples from the same soil core for that year were not included in the calibration dataset when validating. It is assumed there is a strong correlation between these different depths of the same core and this may bias results.
Fig. 5.1 – Locations of soil cores extracted in the 2002 and 2015 soil surveys, and sites analysed by traditional laboratory methods, and predicted from VisNIR spectra

5.2.4. Modelling and mapping

5.2.4.1. Predictor variables

Various spatial covariates were collated to use as predictor variables in the development of the soil EC and ESP models. These predictor variables can be roughly categorised into four types; terrain attributes, gamma radiometric data, soil type and land use information. Because there were 19 individual numerical covariates (terrain attributes and gamma radiometrics), a principal component analysis (PCA) was performed and the main PCs were used as potential predictors. The covariates used in this study and the preparation and processing of these covariates is described in greater detail in Chapter 3.

5.2.4.2. Bivariate linear mixed models (BLMMs) and statistical significance of change

Bivariate linear mixed models (BLMMs) were used to model the change in soil EC and ESP. The theory is discussed in detail in Lark and Papritz (2003), and further details of the modelling approach used here are presented in Chapter 3 and 4. One model for each soil property at each sampling depth for both time points was created, allowing the covariance and correlation at co-located sites through time to be utilised, which results in more precise estimates (Lark and Papritz 2003). There are many advantages to using this approach as opposed to univariate approaches for soil monitoring studies, however, very few studies consider using this approach (Papritz and Flühler 1994).
Most soil monitoring studies do not place a prediction interval around predicted change in soil attributes, but this is crucial in determining whether the change observed is statistically significant (Filippi et al. 2016). Failing to do this can lead to incorrect interpretations of the magnitude and accuracy of actual change in soil properties. The variance of the change is integral in calculating the statistical significance of change, and is expressed as:

\[
\hat{V}(\Delta \hat{y}) = \hat{V}(\hat{y})_{t1} + \hat{V}(\hat{y})_{t2} - 2(\hat{V}(\hat{y})_{t1,t2}),
\]

where \(\hat{V}(\Delta \hat{y})\) is the variance of the change in the soil property between two points in time, \(\hat{V}(\hat{y})_{t1}\) is the variance of the soil property for the observations at the first point in time, \(\hat{V}(\hat{y})_{t2}\) at the second point in time, and \(\hat{V}(\hat{y})_{t1,t2}\) is the covariance between the measurements of soil properties at the two time periods. The covariance term is considered to be zero in univariate approaches, however, it is included in BLMMs, which results in a stronger relationship between the two surveys, a smaller contrast variance, and subsequently greater sensitivity in predicting a statistically significant change. For a two-tailed test, a z-statistic score of greater than (in a positive case), or less than (for a negative case) ±1.28, ±1.65, ±1.96, and ±2.58 represents a confidence interval of 80%, 90%, 95%, and 99% respectively. These values are used in figures 5.10 and 5.11 to represent the level of significance of the change predicted.

5.2.4.3 Model selection and map production

In this chapter, maps for all six depths for soil EC are displayed, however, only the 0-0.1 m and 0.8-1.2 m depths are shown for soil ESP as these depths had fewer ESP values predicted by VisNIR and had more samples measured for ESP by traditional laboratory methods. One model for each of the layers for EC \((n = 6)\) and each layer for ESP \((n = 2)\) at both time points was created, giving a total of 8 models, and 16 individual soil property maps. Soil property data was statistically transformed if the residuals lacked a normal distribution. The combination of predictor variables to be included in the final model was determined by backwards elimination. Predictor variables with the highest \(p\)-value were removed from the model, and this continued until all predictor variables in the model possessed a \(p\)-value less than 0.05. Categorical data was kept in the model if at least one of the levels was deemed significant. Principal components (PCs) that were common to both the 2002 trend and the 2015 trend were then analysed to determine if the upper and lower confidence intervals overlapped. If this was the case, they were merged and the model was then re-run to test the significance. After this, the model was used to predict onto the covariate grid of the study area (100 m resolution) using the EBLUP (Empirical Best Linear Unbiased Predictor) approach and digital soil maps were then produced. For the soil data that
was transformed by applying a square root, back-transformation was achieved by simply squaring the transformed predictions. For the data that had a natural logarithmic applied, the transformed predictions were back-transformed from the following:

\[ y_i = \exp(x_i + \frac{\sigma^2_i}{2}) \]

where \( y_i \) is the back transformed prediction at point \( i \), \( x_i \) is the transformed prediction at point \( i \), and \( \sigma^2_i \) is the prediction variance at point \( i \). The quality of the models was tested by using leave-one-site-out cross-validation (LOSOVC). The standardised squared prediction errors (SSPE) were analysed to see if the mean and median values were close to the expected values of 1.0 and 0.455, respectively (Lark 2000; Orton et al. 2014). Lin’s concordance correlation coefficient (LCCC), was also used as a tool for assessing model quality as it is unit-less, making it useful for comparing between different the models at different depths where the values of the response variable have a different magnitude.

**5.2.5. Determination of salinity and sodicity ratings**

To simplify the interpretation of the EC maps (Fig. 5.6; 5.7; 5.8), soil salinity ratings and the corresponding EC values based on suggestions provided by Hazelton and Murphy (2007) were used, and are shown in Table 5.1. The ratings and EC values for soils with different proportions of clay is shown, but 40-60% clay content would be a representative range for most of the soils in the study area. This allowed the magnitude of soil salinity at the various depths to be easily interpreted, and also simplifies the identification of areas that contain crop-limiting salinity levels. Different crop species have a different response to levels of soil salinity, and the legend values selected for this study essentially show that any areas of the EC maps that are blue (>1.00 dS/m) could potentially limit cotton production (Hazelton and Murphy 2007). Information from Hazelton and Murphy (2007) was similarly used to guide the selection of legend values for the ESP maps (Fig. 5.9), as can be seen in Table 5.2. Any soil with an ESP value >6% could be considered sodic, and thus detrimental impacts on soil structure are likely to occur upon wetting (Table 5.2).
Table 5.1 – Soil salinity ratings for soils of varied proportions of clay, and the legend values used in the salinity maps in this study – adapted from Hazelton and Murphy (2007)

<table>
<thead>
<tr>
<th>Soil salinity rating</th>
<th>10-20% Clay</th>
<th>20-40% Clay</th>
<th>40-60% Clay</th>
<th>60-80% Clay</th>
<th>Legend range (EC dS/m)</th>
<th>Legend colour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low</td>
<td>&lt;0.07</td>
<td>&lt;0.09</td>
<td>&lt;0.12</td>
<td>&lt;0.15</td>
<td>0-0.10</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.07-0.15</td>
<td>0.09-0.19</td>
<td>0.12-0.24</td>
<td>0.15-0.30</td>
<td>0.10-0.25</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0.15-0.34</td>
<td>0.19-0.45</td>
<td>0.24-0.56</td>
<td>0.30-0.70</td>
<td>0.25-0.50</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.34-0.63</td>
<td>0.45-0.76</td>
<td>0.56-0.96</td>
<td>0.70-1.18</td>
<td>0.50-1.00</td>
<td></td>
</tr>
<tr>
<td>Very high</td>
<td>0.63-0.93</td>
<td>0.76-1.21</td>
<td>0.96-1.53</td>
<td>1.18-1.87</td>
<td>1.00-1.50</td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>&gt;0.93</td>
<td>&gt;1.21</td>
<td>&gt;1.53</td>
<td>&gt;1.87</td>
<td>&gt;1.50</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2 – Soil sodicity ratings and the legend values used in the sodicity maps in this study – adapted from Hazelton and Murphy (2007)

<table>
<thead>
<tr>
<th>Soil sodicity rating</th>
<th>Legend range (%)</th>
<th>Legend colour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-sodic</td>
<td>0-2</td>
<td></td>
</tr>
<tr>
<td>Marginal-sodic</td>
<td>2-4</td>
<td></td>
</tr>
<tr>
<td>Sodic</td>
<td>4-6</td>
<td></td>
</tr>
<tr>
<td>Highly sodic</td>
<td>6-10</td>
<td></td>
</tr>
<tr>
<td>Extremely sodic</td>
<td>&gt;15</td>
<td></td>
</tr>
</tbody>
</table>

5.3. Results

5.3.1. Soil EC summary statistics

Soil in the majority of the Hillston cotton growing district contains low levels of salinity, and soil EC generally increases with increasing soil depth (Table 5.3). It is also clear that land use has an impact on both the EC levels of soil and the magnitude of change over time. The baseline (2002) EC levels of soils under irrigated cotton production were more than double those under the natural land use in the topsoil (0-0.1 m). An overall desalination trend was observed throughout the profile in soils under irrigated cotton production in the 13-year study period, but no appreciable change in EC was observed in soils of natural sites at most depths (Fig. 5.2). Soils under horticultural production experienced a mean increase in salinity at all sampling depths, as well as those under dryland from 0.3 m and deeper (Table 5.3). The deepest sampling depth of 1.2-1.5 m possessed particularly high EC values, with no discernible differences between land uses at this depth (Table 5.3). The influence that soil type had on the changes in EC over the study period was less clear than that of the influence of land use (Fig. 5.2). Consistent decreases in soil EC were observed for Red Vertosol soils, while slight, but consistent increases in the subsoil were observed for the Grey/Brown Vertosols (Fig. 5.2). There appeared to be minimal change in
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EC in the upper half of the soil profile for non-Vertosols, however, larger increases in EC were observed in the lower half (Fig. 5.2).

Table 5.3 – Electrical conductivity (dS/m 1:5 soil: water) statistics for all sites at different sampling depths, time points and land uses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>60</td>
<td>65</td>
<td>14</td>
<td>21</td>
<td>38</td>
<td>61</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>60</td>
<td>62</td>
<td>14</td>
<td>20</td>
<td>37</td>
<td>61</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>60</td>
<td>62</td>
<td>14</td>
<td>20</td>
<td>37</td>
<td>61</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>60</td>
<td>62</td>
<td>12</td>
<td>19</td>
<td>33</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>60</td>
<td>56</td>
<td>11</td>
<td>19</td>
<td>23</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>54</td>
<td>56</td>
<td>4</td>
<td>17</td>
<td>3</td>
<td>52</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

n =

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0.22</td>
<td>0.16</td>
<td>0.13</td>
<td>0.09</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>0.22</td>
<td>0.15</td>
<td>0.14</td>
<td>0.15</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>0.24</td>
<td>0.20</td>
<td>0.18</td>
<td>0.28</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>0.36</td>
<td>0.31</td>
<td>0.36</td>
<td>0.51</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>0.61</td>
<td>0.48</td>
<td>0.45</td>
<td>0.72</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>1.10</td>
<td>0.77</td>
<td>0.74</td>
<td>0.90</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Mean

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.93</td>
<td>0.32</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.66</td>
<td>0.34</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.54</td>
<td>0.44</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>0.00</td>
<td>0.00</td>
<td>1.54</td>
<td>0.69</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>0.00</td>
<td>0.00</td>
<td>2.74</td>
<td>1.34</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>0.00</td>
<td>0.00</td>
<td>4.21</td>
<td>3.89</td>
</tr>
</tbody>
</table>

Standard deviation

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Maximum 2002</th>
<th>Maximum 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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Fig. 5.2 – Mean change in soil EC (dS/m) from 2002 to 2015 of co-located sites by land use (left) and soil type (right) to 1.2 metres with standard error bars (Ve = Vertosol)

5.3.2. Soil ESP prediction by VisNIR

The quality statistics of the Cubist model with VisNIR spectra as predictor variables shows that ESP could be predicted to high accuracy. The validation dataset (25%) was predicted with the calibration dataset (75%) to an accuracy of 0.79 LCCC (Lin’s concordance correlation coefficient), 0.65 $R^2$, and an RMSE (root mean square error) of 4.6% (Fig. 5.3).
5.3.3. Soil ESP summary statistics

In general, the soils of the Hillston district are non-sodic to marginally-sodic in the upper 0.5 m of the soil profile, with mean levels ranging from 2.7% to 8.9%, and highly sodic in the subsoil (0.5-1.5 m) with mean ESP levels ranging from 12.3% to 15.2% (Table 5.4). The VisNIR-predicted ESP values generally reflected the laboratory measured values well for 2015 samples (Table 5.4). Widespread trends of increasing soil ESP at most depths in the study area between 2002 and 2015 were observed (Fig. 5.4). The impact of land use on soil sodicity levels was not as obvious as it was for soil salinity, and ESP increased under all land uses at most depths (Table 5.4). The main soil types in Hillston exhibit different average levels of soil ESP throughout the profile (Fig. 5.4). The Red Vertosols consistently contained the highest ESP values at all depths in the soil profile, followed by the Grey/Brown Vertosols, with the non-Vertosols having the lowest ESP (Fig. 5.4).
### Table 5.4 – Soil exchangeable sodium percentage (%) statistics for 2002 and 2015 laboratory-measured (Lab) samples, and 2015 VisNIR-predicted (Pred) samples at different soil depths, time points and land uses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1</td>
<td>2.7</td>
<td>2.2</td>
<td>3.7</td>
<td>3.9</td>
<td>3.2</td>
<td>2.3</td>
<td>1.8</td>
<td>3.4</td>
<td>2.5</td>
<td>1.3</td>
<td>0.3</td>
<td>2.3</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>4.8</td>
<td>5.3</td>
<td>5.5</td>
<td>5.2</td>
<td>7.5</td>
<td>4.2</td>
<td>3.1</td>
<td>7.3</td>
<td>3.8</td>
<td>1.6</td>
<td>2.6</td>
<td>2.9</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>8.7</td>
<td>9.6</td>
<td>12.7</td>
<td>8.5</td>
<td>13.5</td>
<td>8.5</td>
<td>5.7</td>
<td>11.3</td>
<td>8.5</td>
<td>2.3</td>
<td>7.3</td>
<td>8.5</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>13.3</td>
<td>15.3</td>
<td>15.3</td>
<td>13.3</td>
<td>15.5</td>
<td>12.2</td>
<td>9.0</td>
<td>15.5</td>
<td>10.7</td>
<td>5.7</td>
<td>6.5</td>
<td>11.4</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>14.9</td>
<td>19.6</td>
<td>17.2</td>
<td>13.9</td>
<td>17.5</td>
<td>14.5</td>
<td>10.9</td>
<td>15.8</td>
<td>13.0</td>
<td>6.5</td>
<td>7.2</td>
<td>12.5</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>13.9</td>
<td>15.7</td>
<td>16.7</td>
<td>18.4</td>
<td>14.3</td>
<td>19.9</td>
<td>16.1</td>
<td>14.6</td>
<td>13.7</td>
<td>8.9</td>
<td>7.7</td>
<td>15.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>1.77</td>
<td>0.71</td>
<td>1.75</td>
<td>1.81</td>
<td>1.48</td>
<td>1.81</td>
<td>3.28</td>
<td>3.74</td>
<td>1.72</td>
<td>0.98</td>
<td>NA</td>
<td>2.29</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>3.07</td>
<td>3.19</td>
<td>2.15</td>
<td>2.01</td>
<td>2.41</td>
<td>3.33</td>
<td>4.13</td>
<td>6.67</td>
<td>2.12</td>
<td>0.27</td>
<td>NA</td>
<td>2.10</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>5.94</td>
<td>7.20</td>
<td>4.42</td>
<td>3.69</td>
<td>1.18</td>
<td>5.20</td>
<td>6.16</td>
<td>7.46</td>
<td>5.62</td>
<td>0.79</td>
<td>NA</td>
<td>6.43</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>6.80</td>
<td>10.82</td>
<td>4.89</td>
<td>6.42</td>
<td>3.33</td>
<td>6.15</td>
<td>7.15</td>
<td>9.13</td>
<td>5.04</td>
<td>1.83</td>
<td>NA</td>
<td>6.96</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>6.22</td>
<td>9.61</td>
<td>5.72</td>
<td>7.63</td>
<td>4.18</td>
<td>5.57</td>
<td>7.18</td>
<td>8.17</td>
<td>5.66</td>
<td>1.75</td>
<td>NA</td>
<td>7.94</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>5.22</td>
<td>9.78</td>
<td>5.52</td>
<td>4.06</td>
<td>8.64</td>
<td>7.21</td>
<td>2.88</td>
<td>7.31</td>
<td>5.06</td>
<td>NA</td>
<td>NA</td>
<td>6.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0.4</td>
<td>1.1</td>
<td>1.2</td>
<td>0.0</td>
<td>1.2</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>0.3</td>
<td>1.8</td>
<td>1.1</td>
<td>0.3</td>
<td>4.8</td>
<td>0.0</td>
<td>0.3</td>
<td>1.0</td>
<td>0.0</td>
<td>0.3</td>
<td>2.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>0.9</td>
<td>1.3</td>
<td>5.1</td>
<td>0.2</td>
<td>12.2</td>
<td>0.0</td>
<td>0.2</td>
<td>2.7</td>
<td>0.0</td>
<td>1.1</td>
<td>7.3</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>2.0</td>
<td>3.2</td>
<td>5.3</td>
<td>0.5</td>
<td>13.0</td>
<td>2.1</td>
<td>0.4</td>
<td>3.1</td>
<td>0.0</td>
<td>3.9</td>
<td>6.5</td>
<td>0.0</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>2.3</td>
<td>3.6</td>
<td>0.0</td>
<td>0.4</td>
<td>11.9</td>
<td>4.5</td>
<td>0.4</td>
<td>0.8</td>
<td>0.0</td>
<td>3.2</td>
<td>7.2</td>
<td>2.9</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>2.1</td>
<td>2.5</td>
<td>3.6</td>
<td>14.1</td>
<td>4.4</td>
<td>7.5</td>
<td>9.5</td>
<td>4.3</td>
<td>0.0</td>
<td>0.7</td>
<td>7.7</td>
<td>4.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>10.6</td>
<td>3.3</td>
<td>9.2</td>
<td>5.8</td>
<td>4.7</td>
<td>5.1</td>
<td>17.4</td>
<td>12.1</td>
<td>7.3</td>
<td>1.9</td>
<td>0.3</td>
<td>7.7</td>
</tr>
<tr>
<td>0.1-0.3</td>
<td>13.3</td>
<td>9.4</td>
<td>10.9</td>
<td>6.0</td>
<td>9.5</td>
<td>10.4</td>
<td>21.4</td>
<td>18.9</td>
<td>8.7</td>
<td>0.8</td>
<td>2.6</td>
<td>5.4</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>28.1</td>
<td>20.0</td>
<td>24.4</td>
<td>12.2</td>
<td>14.5</td>
<td>21.4</td>
<td>27.6</td>
<td>20.5</td>
<td>24.4</td>
<td>2.5</td>
<td>7.3</td>
<td>19.0</td>
</tr>
<tr>
<td>0.5-0.8</td>
<td>30.3</td>
<td>33.6</td>
<td>25.8</td>
<td>20.4</td>
<td>19.3</td>
<td>25.8</td>
<td>29.7</td>
<td>28.5</td>
<td>21.0</td>
<td>7.2</td>
<td>6.5</td>
<td>24.7</td>
</tr>
<tr>
<td>0.8-1.2</td>
<td>25.0</td>
<td>35.5</td>
<td>28.5</td>
<td>20.1</td>
<td>20.8</td>
<td>24.7</td>
<td>33.3</td>
<td>24.8</td>
<td>26.5</td>
<td>6.6</td>
<td>7.2</td>
<td>31.6</td>
</tr>
<tr>
<td>1.2-1.5</td>
<td>25.5</td>
<td>23.3</td>
<td>31.7</td>
<td>23.1</td>
<td>20.0</td>
<td>33.1</td>
<td>23.2</td>
<td>24.4</td>
<td>22.5</td>
<td>0.7</td>
<td>7.7</td>
<td>24.4</td>
</tr>
</tbody>
</table>
Fig. 5.4 – Change in soil exchangeable sodium percentage (%) of laboratory measured samples only at co-located sites between 2002 and 2015 for the six sampling depths
5.3.4. Bivariate linear mixed models

The predictor variables that were used in the final BLMMs varied for each sampling depth and soil property, but there were particular variables that were consistently important. For the EC models, PC2 was an important predictor in all depths, and land use and soil type were included for the first three layers, but were less important in the lower depths. In the ESP models, land use, soil type, and PC2 were important predictors for both depths (0-0.1 and 0.8-1.2 m). It was common for similar predictor variables to be included in both the 2002 and 2015 trend for each model. Further detail about results from the PCA of numerical predictor variables, and the proportion that each original predictor variable contributes to different principal components is described in Chapter 4.

The soil EC data was transformed with natural logarithmic at all sampling depths, because the data and the residuals lacked a normal distribution in all instances. For the ESP data, it was only required to transform the topsoil (0-0.1 m), and this was done using a square root transformation. The final models generally possessed mean and median standardised squared prediction errors (SSPE) that were...
close to the expected values of 1.0 and 0.455, respectively (Table 5.5). The ESP models had high LCCC values, and EC also showed a good fit throughout the soil profile, with the topsoil EC showing the best fit of 0.59 LCCC (Table 5.5).

Table 5.5 – Model quality statistics for EC and ESP BLMMs based on leave-one-out cross-validation

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Soil depth</th>
<th>LCCC</th>
<th>RMSE</th>
<th>Bias</th>
<th>Mean (SSPE)</th>
<th>Median (SSPE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>0-0.1 m</td>
<td>0.59</td>
<td>0.44*</td>
<td>0.00</td>
<td>1.01</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.1-0.3 m</td>
<td>0.48</td>
<td>0.50*</td>
<td>0.00</td>
<td>1.03</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.44</td>
<td>0.60*</td>
<td>-0.01</td>
<td>1.03</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>0.5-0.8 m</td>
<td>0.47</td>
<td>0.65*</td>
<td>-0.01</td>
<td>1.01</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>0.41</td>
<td>0.80*</td>
<td>-0.04</td>
<td>1.01</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>1.2-1.5 m</td>
<td>0.45</td>
<td>0.85*</td>
<td>-0.01</td>
<td>1.01</td>
<td>0.51</td>
</tr>
<tr>
<td>ESP</td>
<td>0-0.1 m</td>
<td>0.50</td>
<td>0.54*</td>
<td>0.01</td>
<td>1.06</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>0.8-1.2 m</td>
<td>0.54</td>
<td>5.48</td>
<td>-0.24</td>
<td>1.01</td>
<td>0.42</td>
</tr>
</tbody>
</table>

* RMSE values are redundant as values were transformed

5.3.5. Modelled maps

5.3.5.1. Soil EC modelled maps

In the topsoil (0-0.1 m), the alluvial soils along the Lachlan River and areas on the floodplains possessed the highest EC values (Fig. 5.6). The change map for the 0-0.1 m depth reveals that changes in soil EC over time is primarily located on irrigated farms, with no notable changes predicted under the natural or dryland land uses. Some cotton farms experienced a decrease in EC, and several areas under irrigated horticultural production underwent an increase in EC at the 0-0.1 m depth (Fig. 5.6). The 0.1-0.3 m depth revealed very similar EC levels to the 0-0.1 m maps, as well as similar levels and patterns of change over the 13-year period, but a greater number of irrigated cotton farms were predicted to have experienced a desalination trend (Fig. 5.6).

The 0.3-0.5 m depth displayed comparable spatial patterns of soil EC to those depths above (Fig. 5.7). Similarly, no change in EC under the natural and dryland land uses was observed at this depth, and the same desalination trend was observed at some cotton farms, while the majority of horticultural farms continued to experience an increase in soil EC at the 0.3-0.5 m depth (Fig. 5.7). The 0.5-0.8 m depth maps are quite contrasting to those of the upper three depths, as the spatial patterns are clearly not as strongly driven by land use. The EC values are also substantially higher than the preceding layers. The change map showed that there were predicted decreases in EC in the south-west of the study area, with a predicted increase in EC in the north and north-east (Fig. 5.7).
The 0.8-1.2 m depth maps of EC also show that there is little influence of land use on the spatial patterns of soil EC. The pattern of temporal EC change is similar to that of the 0.5-0.8 m depth; however it is more widespread (Fig. 5.8). The EC maps of the final depth (1.2-1.5 m) show very high EC values in some locations, with considerable portions of the study area possessing EC values greater than 1.5 dS/m (Fig. 5.8). Both large decreases and increases in soil EC were predicted over time at this depth. The magnitude of EC levels are much higher than those of the upper soil profile at this depth, so the change maps must be viewed with this in mind (Fig. 5.8).
Fig. 5.6 – Electrical conductivity (EC) for 2002 and 2015 for the 0.0-0.1 m and 0.1-0.3 m depths and the EC change (dS/m 1:5 soil:water)
Fig. 5.7 - Electrical conductivity (EC) for 2002 and 2015 for the 0.3-0.5 m and 0.5-0.8 m depths and the EC change (dS/m 1:5 soil:water)
Fig. 5.8 – Electrical conductivity (EC) for 2002 and 2015 for the 0.8-1.2 m and 1.2-1.5 m depths and the EC change (dS/m 1:5 soil: water)
5.3.5.2. Soil ESP modelled maps

The different magnitudes of ESP values between the two different sampling depths are stark (Fig. 5.9). In the 0-0.1 m depth, higher ESP values were found on the alluvial floodplains west of the Lachlan River, although only small parts of the study area had ESP values greater than 6% at the 0-0.1 m depth at both time points. The change map reveals that parts of the study area was predicted to have experienced an increase in ESP between the two surveys, with most of this occurring in the cotton-growing and natural areas west of the Lachlan River. There were also some very isolated areas that were predicted to have undergone a decrease in ESP in the 0-0.1 m depth. The 0.8-1.2 m depth maps display a similar spatial pattern of ESP to those of the topsoil, with the higher ESP values located on the alluvial floodplains, however, almost the whole study area possesses ESP values above 6%, apart from some isolated areas at higher elevations (Fig. 5.9). The change map shows that large parts of the study area was predicted to have experienced an increase in ESP over time, with this not confined to any particular location (Fig. 5.9). While the impact of land use is still somewhat discernible in these ESP maps, it is apparent that land use does not drive the spatial patterns of ESP as intensely as it does in the EC maps (Fig. 5.9).
Fig. 5.9 – Exchangeable sodium percentages (ESP) for 2002 and 2015 for the 0-0.1 m and 1.2-1.5 m depths and change in ESP (%).
5.3.6. Statistical significance of predicted change

5.3.6.1. Soil EC

The six sampling depths to 1.5 m analysed in this study underwent varying directions, amounts, and degrees of statistically significant changes in EC (Fig. 5.10). Most of the statistically significant increases observed at the different sampling depths were confined to areas under irrigated horticultural production. Much of the statistically significant decreases in EC were located on irrigated cotton farms, as well as areas at higher elevation. The 1.2-1.5 m depth showed the most widespread statistically significant ($p$-value <0.05) change in EC, with both increases and decreases in soil salinity predicted across considerable parts of the study area (Fig. 5.10). While these $z$-score maps of temporal EC change indicate that both statistically significant increases and decreases have occurred, this does not necessarily mean that this change has been large enough to be of agricultural importance. This is particularly true for the topsoil (0-0.1 m), where no parts of the study area possessed EC values that would impact plant production (Fig. 5.10).
Fig. 5.10 – Z-scores showing the statistical significance of the change in EC (dS/m 1:5 soil: water) for the six different sampling depths.
5.3.6.2. Soil ESP

While the standalone change maps showed widespread increases in soil ESP in both the 0-0.1 m and 0.8-1.2 m depths (Fig. 5.9), only isolated parts of the study area underwent a statistically significant change in soil sodicity over time at these sampling depths (Fig. 5.11). The 0-0.1 m depth experienced relatively more change than the 0.8-1.2 m depth, with several locations predicted to have undergone a statistically significant increase in ESP (p-value 0.05-0.10). There seemed to be no clear pattern of the locations of this statistically significant change at either depth, however, most of this change occurred on either irrigated cotton farms, or soils under irrigated horticultural production.

![0-0.1 m and 0.8-1.2 m soil ESP maps](image)

**Fig. 5.11** – Z-scores showing the statistical significance of the change in ESP for the 0-0.1 m and 0.8-1.2 m sampling depths

5.4. Discussion

5.4.1. Changes in soil properties and possible driving factors

5.4.1.1. Salinity

While many semi-arid regions throughout the world possess soils with typically high levels of salinity, the soils of the Hillston district were found to be generally non-saline. Soil salinity increased as depth increased, which is typical, and only isolated parts of the study area at the deeper subsoil layers had EC values that would inhibit crop growth. Cotton is considered relatively tolerant to soil salinity, and can endure EC values up to 1.03 dS/m in a medium clay soil before impacts on plant growth are experienced (Hazelton and Murphy 2007). The legends used in figures 5.6, 5.7 and 5.8 are based on different soil...
salinity ratings defined in Hazelton and Murphy (2007), and essentially show that any areas of these maps that are blue (>1.00 dS/m) could potentially limit cotton production. Important crops that are rotated with cotton in the Hillston district, such as wheat, are less tolerant of soil salinity, and EC values greater than 0.80 dS/m in medium clay soils can impact yield (Hazelton and Murphy 2007).

The 2002 results showed that initial topsoil (0-0.1 m) EC levels were more than double in irrigated cotton sites compared to natural sites, and the outline of some cotton farms can be seen in the 2002 EC maps. This suggests that irrigated cotton production had caused an increase in topsoil salinity from natural levels initially. This trend, however, did not continue into 2015, with a mean decrease in EC for most sites under cotton production in the topsoil. This desalination trend was also observed throughout much of the soil profile for cotton sites, however, no appreciable changes in soil salinity were observed for natural sites. In contrast, soils under irrigated horticulture generally experienced an increase in soil EC throughout the soil profile over time. While the standalone change maps for EC often showed widespread shifts for the various sampling depths, it was clear that not all of this was statistically significant when analysed (Fig. 5.10). In the three sampling depths in the upper 0.5 m of the soil profile, most of the statistically significant decreases occurred in areas under irrigated cotton production, and all of the statistically significant increases occurred under irrigated horticulture. The most widespread statistically significant changes occurred in the 1.2-1.5 m depth, where a large cotton farm in the north-west of the study area that had recently shifted to irrigated perennial horticulture underwent a significant increase in soil EC. Statistically significant decreases were also predicted under some irrigated cotton areas in the southwest of the study region, as well as in soils of the sandstone outcrops at high elevations in the deepest layer. These changes in soil salinity are likely linked to contrasting agricultural management practices, as it was clear that land use had a substantial impact on the degree and direction of change in soil salinity.

The lack of change in soils under the natural land use is somewhat expected, as it is generally accepted that these parts of the landscape are in equilibrium, and that insignificant shifts in EC would occur over a 13-year time period. In contrast, soil salinity is expected to be temporally less stable under irrigated land uses, as irrigation has the capacity to either increase or decrease salinity levels, even over very short time periods. Studies have found that the introduction of irrigation can markedly decrease soil salinity levels (Cetin and Kirda 2003), as well as increase salinisation (Shirokova et al. 2000) over time periods as little as two years. The quantity and quality of water applied plays an important role in determining the direction and severity of these changes. Increased irrigation can cause salts to be
flushed out of the soil profile, however, when irrigation water is of low quality and contains high concentrations of salt, there is a potential to increase soil salinity from baseline levels.

Australian groundwaters are dominated by sodium chloride and typically contain higher concentrations of salt than surface/river water, but, this can vary in both space and time (Speirs et al. 2011). Contrastingly, groundwater in the Hillston region is considered to be of high quality, and often contains lower levels of salt than surface water extracted from the Lachlan River. A study by Speirs et al. (2011) found that the groundwater at Hillston contained an EC level of 0.45 dS/m, and an SAR of 3.38 mmol/L^{1/2}, although, it is known that groundwater quality varies throughout the study area. Data from the NSW Government suggests that surface water quality is slightly lower, with an average EC of 0.54 dS/m during the study period (2002 to 2015). Surface water quality was also found to be highly variable, with a minimum EC of 0.10 dS/m observed in 2010, and a maximum of 1.04 dS/m in 2004. It is possible that the use of saltier, poorer quality water in irrigated cotton farms leading up to the 2002 survey could be the reason for the higher baseline soil salinity levels observed in the upper 0.5 m of the soil profile compared to natural sites.

The contrasting shifts in soil EC of irrigated cotton and irrigated horticultural production is likely linked to the different management and irrigation practices implemented by these different land uses. The horticulture land use is primarily made up of irrigated perennial orchards that require continual irrigation for survival, and thus these farms possess high security licences that are minimally affected by rainfall patterns and irrigation water availability. High EC values and statistically significant temporal increases in EC were observed in soils under the horticulture land use in this study, and this provides an insight into the impact of continuously irrigating soil in this semi-arid region. While this salinisation trend may be a result of irrigation water adding salt to the soil, the use of certain fertilisers that contain salt is also another plausible process (Darwish et al. 2005). Fertilisers that contain salts are typically not used in cotton production, but are very common in horticultural production, particularly on the almond and citrus orchards that are abundant in the Hillston district. This could be a reason for the observed high levels of salinity and modelled increases over time at most sampling depths under this land use. Irrigated perennial horticulture is expanding in the Hillston district, and the results found in this study suggest that soil condition under this land use should continue to be monitored.

Over the 13-year study period, the source and the availability of irrigation water were inconsistent due to the lengthy drought and periods of high rainfall, and this varied for each water licence holder that produced cotton. During the 2002-09 Millennium Drought in Hillston, surface water
was scarce, and only irrigated cotton farms that had access to groundwater (approximately 50% of the total irrigated area of the Hillston district) were able to continue to irrigate, while the remaining irrigated cotton farms were primarily used for dryland cropping or left in fallow. When rainfall patterns changed abruptly in 2010, there was suddenly an abundance of irrigation water available to growers in the Hillston district for several years. Despite this varied irrigation management of cotton farms, most of the change detected under irrigated cotton farms in our study indicated that a decrease in salinity had occurred at the various depths, with only minor areas predicted to have increased over time. We do not have detailed data about the quantity and quality of irrigation water applied on specific cotton fields/farms in the study period, which makes it difficult to fully understand the effects of this on changes in soil salinity. In addition, without soil salinity measurements at the junction of the shift in water availability in 2009-2010, it is challenging to understand the impact of management practices and water dynamics. Nevertheless, the changes in soil salinity under irrigated cotton and horticultural farms indicate that the quality and quantity of irrigation water, the application of salt-containing fertilisers, and the variable rainfall patterns have had a discernible effect on soil salinity levels in the Hillston district from 2002 to 2015.

Comparable temporal trends in soil salinity in Vertosols have also been detected in an irrigated cotton-growing system in southern Queensland from 1996-2014 (Melland et al. 2016). The authors determined that the use of marginal quality groundwater for irrigation had increased soil salinity levels initially, but over the subsequent two decades of higher quality surface water irrigation, much of the accumulated salt had leached out of the upper root zone and beyond one metre. While much of this leaching of salt was attributed to the use of higher quality surface water instead of groundwater, the significant floods experienced in 2010 to 2011 had also likely played an important role in the desalination (Melland et al. 2016). Similar soil desalination trends have also been observed in a semi-arid region of Spain as a result of irrigation, where sites were sampled and revisited at three time points over a 24-year period, showing that soil salinity levels decreased to the depth of 1 metre (Herrero and Pérez-Coveta 2005).

To manage soil salinity and prevent further salinisation at Hillston, the best quality irrigation water available should be used. When water quality is significantly low, it may require mixing with other available water sources to reduce salt input into the soil and to reduce the negative impact on crops. Reducing the salt input into the system, rather than relying on leaching of salts is a more favourable long-term approach, as this may eventually cause salinity in the broader landscape (Melland et al. 2016).
Despite this, using higher quality water could have potentially detrimental impacts on soil structure, as will be discussed shortly. In addition, the use of fertilisers that contain significant amounts of salt in horticultural production should be monitored, as the continued use of this may continually increase salinity levels in the soil.

5.4.1.2. Sodicity

According to the Australian Soil Classification (ASC), a sodic soil is characterised by possessing an ESP of 6% or higher, however, the World Reference Base (the international soil classification system) and Soil Taxonomy (that of the United States of America), consider a soil to be sodic if it possesses an ESP of 15% or greater. Our study found that sodicity levels in the topsoil were only limiting by Australian standards in small sections of the study area, however, large parts possessed very high levels of subsoil sodicity by both Australian and International standards. While the soils in the Hillston district are inherently sodic, it is likely that agricultural management practices have impacted the degree of sodicity. When water is applied to sodic soils they swell excessively, the clay particles disperse, causing structural collapse, and ultimately waterlogging and permeability issues in soils. This structural degradation can be further accentuated by mechanical disturbance that is common practice in the Australian cotton industry (Rengasamy and Olsson 1991).

Widespread trends of increasing soil ESP in both the topsoil and subsoil were found in the study area between 2002 and 2015, but only isolated areas underwent a statistically significant increase in ESP over time in the 0-0.1 and 0.8-1.2 m depths (Fig. 5.11). There were no clear differences in ESP change under the different land uses, however, most of the statistically significant increases in ESP occurred in areas under irrigated cotton production or irrigated horticulture. When viewing these z-score maps of temporal ESP change, it must be taken into account that a portion of the 2015 soil sample data was predicted with VisNIR, and that there is a greater amount of error with this. It is possible to include the error of the VisNIR predictions of ESP for each corresponding sampling depth in the calculation of the contrast variance (Equation 5.1). However, doing so would provide a conservative estimate of the change, as not all of the samples were predicted by VisNIR, and this may consequently mask some of the statistically significant change. Despite this, the sites that were sampled in both 2002 and 2015, and measured by traditional laboratory methods showed mean increases in soil ESP in the five depths to 1.2 m (Fig. 5.4). This suggests that the increases in ESP displayed in the maps (Fig. 5.9; 5.11) are not just an extrapolation of the models, but reflect actual changes that have occurred in the levels of soil sodicity at Hillston. While there are a few long-term studies that monitor spatio-temporal changes in soil salinity
over a region, there are no studies, to our knowledge, that focus on soil sodicity, despite it being a widespread and severely limiting global soil degradation issue (Rengasamy and Olsson 1991). This is likely due to the time and resource consuming nature of measuring soil ESP. There are, however, some studies that have mapped soil sodicity at one time point at the field (Corwin et al. 2003) and regional scale (Ford et al. 1993).

Soil salinity has been a relatively minor issue for the Australian cotton growing industry, but soil sodicity has caused dramatic losses in production, often undiagnosed (McKenzie and Orange 2003). The Vertisol soil types used for cotton production in Australia are very deep, meaning that the majority of salt added from irrigation water is washed past the plant-root-zone. Despite this, sodium ions often attach to clay particles and displace other ions when water percolates through the soil, constantly increasing the sodicity of the soil (Rengasamy and Olsson 1991), and this is further accentuated by irrigating with poor quality water (Rengasamy and Walters 1994). A small-scale study in Iran demonstrated this, where increases in soil ESP occurred as a result of application with poor quality wastewater (Jalali et al. 2008). While the increase in ESP in soils under irrigated cotton production observed in our study can be logically explained by the process described above, the reasons for the observed increase in ESP in paired-sites under the natural land use in this study is less clear.

The observed trend of decreasing soil salinity and increasing soil sodicity in the cotton growing district of Hillston creates concern about the potential future impacts on the soil resources and crop productivity. As mentioned previously, the ratio of soil salinity (EC) and sodicity (ESP) determines whether a soil will stay aggregated or disperse when irrigated. When the soil ESP increases, or soil EC decreases, there is a greater potential for soil to swell and expand upon wetting (McNeal 1968). In addition, The EC and SAR values of the irrigation water used also impacts this. Irrigating with higher salinity water can add more salt to the soil system and have a detrimental impact on crop growth, but it tends to cause clay particles to stay together and maintain soil structure (Sumner 1993). In contrast, if salinity of the applied water is low relative to soil EC and ESP, swelling and dispersion of clay particles occurs, resulting in a degraded soil structure (Shainberg et al. 1981; Rengasamy and Olsson 1991; Warrence et al. 2003). In semi-arid irrigated landscapes, the salt concentration of irrigation water is usually quite high, however, rainfall contains minimal salts, and when this percolates through soil it can have adverse effects on soil physical properties, even when soils possess a low ESP (Rengasamy and Olsson 1991). The recent patterns of lengthy drought, followed by prolonged periods of high rainfall and
flooding in the semi-arid regions of eastern Australia creates concern about potential impacts on the physical deterioration of these sodic soils (Shainberg et al. 1981).

Soil salinity is typically more easily altered and ameliorated than soil sodicity, and in deep alluvial soils, continuous flushing of soil with high quality water can reduce soil salinity, but often cannot reduce the levels of sodicity (Warrence et al. 2003). Attempts to ameliorate subsoil sodicity are challenging, and typically involve short term methods to reduce the negative effects on crop production (Rengasamy and Olsson 1991). The lack of an effective amelioration approach and typically poor diagnosis of sodicity, suggests that the issue of soil sodicity will continue to grow, and with this, the solutions for curtailing sodicity will become increasingly difficult (Rengasamy and Olsson 1991). Nonetheless, the management solution to reduce the salinity levels of soil and prevent further sodification (irrigate with high quality water) is antagonistic to the management solution to reduce the impact of sodic soil on crop production (irrigate with saline-sodic water). It is therefore important for growers that use irrigation to know the values of EC and ESP of their soils, and to use this to make a decision on the quality of irrigation water to apply.

5.4.2. Prediction of ESP by VisNIR

Exchangeable sodium percentage is generally not well predicted by VisNIR spectra, as it does not have a primary response in the VisNIR region (Zornoza et al. 2008). Studies have reported poor prediction accuracies ranging from 0.09 to 0.44 $R^2$ for exchangeable sodium (Stenberg et al. 2010). In spite of this, we were able to predict ESP with high accuracy (0.65 $R^2$ or 0.79 LCCC), with several plausible reasons for these high quality predictions. Rather than identifying specific areas in the spectra that correspond to exchangeable sodium, our models may be recognising areas that correspond to other soil properties that are correlated with ESP. Clay content and CEC of soil are known to be well predicted by VisNIR spectroscopic techniques and generally assumed to have a good correlation with ESP (Viscarra Rossel et al. 2006), however, we found very poor correlations (Pearson’s) of ESP with CEC ($r = 0.05$) and clay content ($r = 0.08$) in our study, which is confounding. VisNIR identifies colour very well, and it is possible that the visible colour part of the spectra is contributing to these accurate predictions of ESP. At Hillston, there is a strong correlation between soil colour and ESP, with the Red Vertosols typically possessing yellow subsoils that are highly sodic, while the less-sodic soils are typically darker in colour (Grey/Brown) (Fig. 5.5). In addition, high reflectance in the visible band also occurs as a result of the presence of white carbonates. The presence of carbonates would likely be positively correlated with high exchangeable calcium and therefore likely to be negatively correlated with high ESP.
In addition to this, the large and comprehensive calibration dataset available for the study area undoubtedly contributed to the quality of the predictions. This is likely accentuated by the resampling of the same sites in the second survey, which consequently increases the probability that a similar soil would be present in the calibration dataset. Despite the accurate predictions of ESP in this study, the limitations of using spectroscopic techniques in soil monitoring must be acknowledged. While it is generally assumed that ESP is poorly predicted due to the lack of a spectral signature, and that any good predictions are a result of correlation with other well-predicted soil properties, we observed that both the predicted data and laboratory measured data showed increases in ESP over time. Time was not included as a predictor variable, which suggests that there must be some aspect of the soil that has changed over time that is correlated with ESP. Overall, the results presented here suggest that using VisNIR spectra and Cubist models to predict soil ESP shows promise for using this as a viable approach of rapidly detecting soil ESP in the future.

In our soil mapping approach, we have treated the laboratory-measured and the spectroscopic-predicted values as equal. It would be logical to give greater weighting to the laboratory measured data as it is a more accurate representation of actual ESP values in the soil. The different uncertainty in the measurement sources could be treated more formally in the spatial modelling, as suggested by Orton et al. (2014), and should be considered in future work.

5.4.3. Bivariate linear mixed models

5.4.3.1. Model quality and future opportunities

The BLMMs created in this study had high predictive power with low prediction variance. The eight fitted BLMMs displayed mean and median standardised squared prediction errors (SSPE) that were close to the expected values of 1.0 and 0.455, respectively, suggesting that the prediction variances represented actual errors. We have taken advantage of the co-location and correlation of soil information from different time points in our approach to create digital soil maps that have a logical connection through time. There are very few studies that utilise this co-variance through time to create digital maps of any soil property, with most studies opting for univariate approaches. There are, however, further opportunities to utilise correlation from other co-located soil data, such as other soil depths within a soil core/sampling location or other soil properties to improve our models and predictions (Orton et al. 2014). There is potential in the future to use multivariate LMMs where one model is created for multiple time points, at multiple depths, and for multiple soil properties. The main
limitation to this approach is the amount of computing power required to develop such a model (Orton et al. 2014).

5.4.3.2. Comparison of univariate and bivariate linear mixed models

One of the biggest advantages of using BLMMs through time for soil monitoring, as we have done in this chapter, compared to univariate approaches is that more coherent and logical soil maps are often produced as there is a greater cohesion between the two time points. This is because when a site has only been sampled at one time point, the soil information from the sampled time point at that site is utilised in the unsampled time point. Fig. 5.12 shows two topsoil (0-0.1 m) EC maps for 2002 and 2015 produced by separate univariate linear mixed models (ULMMs). The clear differences at the two time points can be seen in the north-east and centre of the maps (Fig. 5.12). In 2002, these areas were predicted to contain high EC values (blue), and in 2015 these areas were predicted to possess low EC values (yellow). In 2002, there was a lack of soil cores extracted at these locations and this caused the model to make assumptions of EC values and extrapolate predictions. These areas possess distinct differences in covariate values to the rest of the study area; they are at higher elevation and contain typically sandier soils. When we compare the maps produced from ULMMs (Fig. 5.12) to those produced from BLMMs (Fig. 5.6), we can see that this issue is non-existent for the BLMM approach. This is because the soil information from 2015 at these locations is utilised in the 2002 maps. The white areas within Fig. 5.12 are NA values, as no predictions were made at these locations. This was done as there was no soil samples used for modelling that represented the covariates at these sites.
The study showed that the semi-arid cotton-growing region of Hillston in the lower Lachlan catchment generally had low levels of soil salinity, despite some high and potentially limiting EC levels in the subsoil. Results showed that the study area experienced both increases and decreases in soil salinity over the survey period. While all depths experienced statistically significant change to a degree, the most widespread changes occurred in the 1.2-1.5 m depth. Land use played an important role on the trajectory and degree of change in salinity at the various depths, and no considerable changes were observed in soils under the natural land use. Overall, a trend of a decrease in salinity was observed in some areas under irrigated cotton production, with this attributed to the leaching of salts out of the profile through the application of high quality irrigation water. In contrast, several irrigated horticultural farms experienced an increase in soil EC over time at various sampling depths, with this linked to the continual use of fertilisers that contain salts, as well as the use of poorer quality irrigation water. Irrigated horticulture is expanding in the study area, and soil salinity under this land use should continue to be monitored. Overall, it was clear that the varying trajectories of soil EC under irrigated land uses were due to the varying quantity and quality of irrigation water used over the 13-year study period. Soil sodicity at Hillston was found to be generally low to moderate in the upper 0.5 m of the soil profile, but very high in the lower 0.5-1.5 m depths, leading to potentially undesirable impacts on plant production.
A trend of increasing soil sodicity through time was observed in the study area. While the impact of land use on changes in soil ESP was less clear than that of EC, most of the statistically significant change occurred in areas under irrigated cotton and horticultural production. These statistically significant changes must be viewed with caution, as a portion of the 2015 samples were predicted by VisNIR spectroscopic methods. The observed trend of increasing ESP and decreasing EC is concerning for areas under irrigated agriculture. The relative values of sodicity and salinity are crucial in determining soil structural integrity upon irrigation, and the changes observed in this study could lead to heightened waterlogging issues and losses in plant productivity. It is therefore essential that soil salinity and sodicity both continue to be monitored in conjunction to analyse the direction of any future changes. More detailed information on the quantity and quality of irrigation water applied on irrigated farms should be considered in any similar studies in the future, as this would be extremely useful in understanding the influence of different irrigation management on temporal shifts of both soil salinity and sodicity. Very few studies monitor soil salinity and sodicity, particularly in the subsoil, and further research in this needs to be performed, as the subsoil is often where these soil constraints are most limiting to agricultural production. Our study showed that soil ESP could be predicted to high accuracy using VisNIR spectra and Cubist models, which shows promise for using this as a viable approach of rapidly detecting soil ESP in the future. The spatio-temporal bivariate linear mixed models (BLMMs) used to model soil EC and ESP in this study showed high predictive power, and the advantages of using BLMMs compared to univariate approaches were demonstrated. Opportunities to utilise other co-located data, such as additional soil depths or other soil properties was identified and should be taken into consideration for future research.
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Chapter 6

6. Simultaneous 4D space-time predictions of soil organic carbon by multivariate linear mixed models
Abstract

Land management and fluctuations in rainfall patterns have the potential to significantly alter the levels of organic carbon in a soil. This study looks at the change in soil organic carbon (SOC) content between 2002 and 2015 in a semi-arid irrigated cotton-growing region in the lower Lachlan River valley in southern NSW, Australia under various land uses. While traditional laboratory methods of determining SOC content are generally simple, this becomes more challenging when carbonates are present in the soil; such is commonly found in semi-arid areas. Consequently, this study uses visible near infrared (VisNIR) spectra to predict SOC and soil inorganic carbon (SIC) contents of samples, and the impact of including soil pH and soil total carbon data as predictor variables was evaluated. Both SOC and SIC content could be predicted with high accuracy using this approach, and the inclusions of soil pH and STC content as predictor variables dramatically improved prediction accuracy when combined with VisNIR spectra. One multivariate linear mixed model (MLMM) was used to spatio-temporally model four response variables of SOC content in the study area – two sampling depths (0-0.1, and 0.3-0.5 m), and two time points (2002 and 2015). This resulted in a four-dimensional model (horizontal and vertical space, and time) to monitor the spatio-temporal shifts of SOC content. Using this approach, SOC content was predicted with high accuracy, with a Lin’s concordance correlation coefficient (LCCC) of 0.68 when tested with leave-one-site-out cross-validation (LOSOCV). These high quality results are likely due to the utilisation of the correlation and covariance between samples extracted at different time points, as well as the correlation and covariance between different depth increments of the same soil core. No considerable change in subsoil (0.3-0.5 m) SOC content was observed, but topsoil (0-0.1 m) maps of SOC content revealed a trend of a statistically significant increase in the northeast of the study area. This increase in SOC content appeared to be due to the extended wet period experienced in the study area from 2010 to 2012, rather than a function of land management. Irrigated cotton production did not appear to increase SOC content from natural levels, and small, isolated areas under this land use underwent a statistically significant decrease in SOC content during the study period. This suggests that that while irrigated cotton production increases the amounts of plant biomass that enter the soil, the negative effects of tillage counteracts this. Overall, the results from this study indicate that there is promise for using other readily available soil data in combination with VisNIR spectra to improve the predictions of different soil properties. The advantages of using MLMMs to monitor soil properties in space and time is also shown in terms of the coherence of the predictions, and the increased sensitivity of detecting a statistically significant change in soil properties over time is a particular benefit.
6.1. Introduction

Arid and semi-arid regions possess intrinsically low levels of soil organic carbon (SOC). This is largely due to insufficient precipitation in these areas for ample plant growth, resulting in small amounts of biomass entering the soil (Jobbágy and Jackson 2000). It is generally perceived that conventional cropping practices deplete natural SOC levels (Studdert and Echeverria 2000), however, when baseline values are so inherently low, cropping could be considered a tool for SOC accumulation. Irrigated cotton production is common in the semi-arid regions of NSW and QLD, Australia, and this land use is characterised by enormous inputs of water, which consequently results in some contrasting land uses in these areas. While irrigated cotton production increases the amount of plant biomass that enters the soil, the constant cultivation that is common practice in this industry would likely have an antagonistic effect. Over 99% of the cotton produced in Australia is genetically modified (GM), and growers are contractually obligated to regularly cultivate their soil to prevent weeds developing resistance to herbicides, and to inhibit pests developing resistance to insecticides produced by the inserted genes. While no-till and minimum-till management is generally better for maintaining SOC than conventional methods of cultivation, this is simply not an option for conventional cotton growers.

In soils that do not contain inorganic carbon (SIC), traditional laboratory methods of SOC content determination are generally similar to those for soil total carbon (STC) content determination. However, when carbonates are present in soil samples, such as in arid and semi-arid regions, the determination of SOC content becomes more challenging. The use of spectroscopic tools, such as visible near infrared (VisNIR), to predict the different components of soil carbon (SOC and SIC) has been extensively studied in recent years due to the cost and labour savings that come with these approaches (Miklos et al. 2010). Both SIC and SOC content are generally well predicted by these approaches (Viscarra Rossel et al. 2006), as there are specific VisNIR wavelengths that are heavily associated with these different components of soil carbon (Cécillon et al. 2009). Most studies solely use VisNIR spectra as input variables for predicting SOC and SIC content (Viscarra Rossel et al. 2006), however, there are opportunities to combine VisNIR spectra with other useful and readily available soil information to further improve predictions. Soil properties such as STC content and pH are relatively easily determined by traditional laboratory methods, and including this information as predictor variables could be advantageous, as these soil properties are often strongly correlated with both SOC and SIC content.

Values of SOC content that are sampled at the same location at two different time points are often strongly correlated with each other. Additionally, there is often a strong correlation with SOC
values sampled at different depth increments within the same soil core. When spatio-temporally modelling SOC content over a study region, it is possible to utilise these correlations to improve the accuracy of SOC predictions by using a multivariate linear mixed model (MLMM). Rather than creating a separate model for each sampling depth and each time point, it is possible to simultaneously model the same soil property at multiple sampling depths, at multiple time points. While some studies have created a single model to simultaneously model multiple soil depths at one time point, such as Akpa et al. (2014) who used a machine learning approach, very few studies have adopted a geostatistical modelling approach where the correlation between these variables is fully utilised through a linear model of coregionalisation or linear mixed model framework (e.g. Orton et al. 2014). Adopting an approach that takes advantage of both this vertical and temporal correlation is particularly useful where one sampling depth possesses more samples than another (e.g. if only a topsoil sample was collected), or when one survey possesses more soil cores than another, respectively. In addition, by modelling the entire profile we are likely to achieve coherent predictions which make pedological sense.

In this study, SOC and SIC content of samples are predicted using Cubist models, and the impact of combining VisNIR spectra data with soil pH and STC data as predictor variables is analysed. This study aims to investigate the impact of contrasting land uses and shifts in rainfall patterns on SOC levels from 2002 to 2015 in a semi-arid cotton-growing region in south-western NSW, Australia. In the previous chapters of this thesis we have used bivariate linear mixed models (BLMMs) to utilise the temporal correlation of co-located information, however, in this chapter we use multivariate linear mixed models (MLMMs) to account for vertical spatial correlation in addition to this. Using this MLMM, SOC is simultaneously modelled as four response variables (two depths, two time points), resulting in a four-dimensional model (eastings, northings, depth, and time) to monitor the spatio-temporal shifts.

6.2. Materials and methods

6.2.1. Soil datasets

This study uses soil data collected from a semi-arid area surrounding the township of Hillston, NSW as described in further detail in Chapter 3. Soil samples from 113 locations from a soil survey conducted in 2002 are used, as well as 160 soil cores from a soil survey from 2015. Many of the same sites were sampled in both surveys \((n = 103)\), as the locations were georeferenced. The subsampling intervals in the surveys differed, with the 2002 survey sampled at 0-0.2 and 0.3-0.4 m, and the 2015 sampled at 0-0.1, 0.1-0.3 and 0.3-0.5 m. In this chapter, only the 0-0.1 and 0.3-0.5 m sampling depths are considered, as the 0.1-0.3 m samples from 2015 were not analysed by traditional laboratory methods due to
budgetary constraints. Because of the differing sampling depths between the two surveys, equal-area quadratic smoothing splines (Bishop et al. 1999) were used to standardise the soil attribute data from the 2002 survey to the depths of the 2015 survey (0-0.1 and 0.3-0.5 m).

**6.2.3. Soil analyses**

Although SIC values are not used for modelling and mapping in this chapter, the methods of the traditional laboratory analysis of SIC, and the method and results from the spectroscopic analysis of SIC are presented in this chapter to prevent repetition in the ensuing chapter.

**6.2.3.1. Traditional laboratory methods**

All of the soil samples were air-dried and then ground through a 2 mm sieve. Prior to laboratory analysis, all samples were tested for the presence of soil inorganic carbon (SIC). A ~1 g subsample of ground soil was placed on a ceramic plate and a few drops of 1 M hydrochloric acid (HCl) were placed directly onto the sample. Any sample that showed an effervescence reaction was considered to contain calcium carbonate, the most prominent form of SIC in these soils. An additional subsample (~10 g) was then taken and finely ground (<53 µm) using a Fritsch Mortar Grinder Pulverisette 2 (Fritsch, Germany) for 4 minutes at 50-60 Hz frequency. Soil total carbon (STC) content was determined by the combustion method with the Leco1 CHN analyser for 2002 samples, and the Elementar vario MAX CNS for 2015 samples. Soil organic carbon content for 2002 samples was determined by treating samples with 2 M HCl to remove inorganic carbon, and then analysing by the Leco1 CHN analyser (Tiessen and Moir 1993). For 2015 samples, SOC content was determined by the Walkely-Black method, which is a wet oxidation technique that uses chromic acid (Walkley and Black 1934). To estimate SIC content, the difference between STC and SOC contents was used. The Elementar vario MAX CNS and the Leco1 CHN analyser are very similar in their analytical approach, and both use the combustion technique. For 2002 samples, the SOC content was determined immediately, however, STC was determined from archived samples 13 years later.

**6.2.3.2. Visible near infrared (VisNIR) spectroscopy predictions**

While all samples were assessed for the presence of SIC, a portion of these samples (n = 118) that had SIC present were only analysed for STC content, and as a result, had an unknown quantity of SIC and SOC. The combustion method of measuring SOC content is useful and rapid in samples that lack SIC, however, when SIC is present, a lengthy process of carbonate dissolving is required, as described in the
methodology above. As a result, soil spectroscopic techniques have been used in this study to make predictions of SOC and SIC contents in these 118 un-analysed soil samples.

Archived soil samples from both the 2002 and 2015 soil surveys \( n = 517 \) were scanned by visible near infrared (VisNIR) with an Agrispec portable spectrophotometer with a contact probe attachment (Analytical Spectral Devices, Boulder, Colorado) on the dried and ground soil samples. To reduce signal-to-noise ratios of the spectra, three scans of each sample were performed, from which an averaged reflectance spectrum was derived. Calibration of the instrument was made with a Spectralon white tile and was re-calibrated after every 15 scans, or five samples. The dataset in which we had both a SOC and SIC content value from traditional laboratory methods consisted of 399 samples from both the 2002 \( n = 148 \) and 2015 \( n = 251 \) surveys. Cubist models were used to predict SOC and SIC content, with predictor variables including VisNIR wavelengths from 500-2450 nm, averaged into segments of ten, and the mid-depth of the sample, to ensure that the depth was taken into account when predicting. In addition to this, soil pH (1:5 soil: water) and STC content (measured by traditional laboratory approaches described in the methodology above) were included, as this data was available for all samples.

Data splitting was used to analyse the prediction quality of the Cubist models created. To test this, 75% of the dataset was used as calibration, and the remaining 25% was used as validation. These datasets were selected by performing a Latin hypercube of the VisNIR spectra, pH, STC, mid-depth, and the response variables to ensure that both the validation and calibration datasets were appropriately represented. The calibration and validation dataset splits of 75% and 25%, respectively, is also similar to the dataset split when making actual predictions. When testing for prediction quality, 299 (75%) samples were used to predict 100 (25%), and in actual predictions, 399 (77%) samples were used to predict 118 (23%). For each soil property, model quality was tested for four variations of inputs. These included VisNIR and mid-depth; VisNIR, mid-depth and pH; VisNIR, mid-depth and STC content; and finally VisNIR, mid-depth, pH and STC content. The statistics used to test the model quality included Lin’s concordance correlation coefficient (LCCC), mean square error (MSE), root mean square error (RMSE), bias (mean of the residuals), and \( R^2 \), with this being tested on both the calibration and validation datasets.
6.2.4. Models and mapping

6.2.4.1. Multivariate linear mixed model

One multivariate linear mixed model (MLMM) was used to model SOC at both time points (2002 and 2015), and both depths (0-0.1 and 0.3-0.5 m) simultaneously. As discussed in the previous chapters of this thesis, the covariance between co-located samples extracted at different time points can be calculated, but in this approach there is also a covariance term between co-located samples at different depth increments of the same soil core. Despite this, we are only interested in the change in SOC content at each sampling depth between 2002 and 2015, so the simple pair-wise contrast variance (Equation 6.1) can be used to calculate the z-statistic to test the statistical significance of any observed change. The temporal contrast variance is expressed as:

$$\hat{V}(\Delta \hat{y}) = \hat{V}(\hat{y})_{t1} + \hat{V}(\hat{y})_{t2} - 2\hat{V}(\hat{y})_{t1,t2},$$

where $\hat{V}(\Delta \hat{y})$ is the variance of the change (contrast variance) in the soil property between two points in time, $\hat{V}(\hat{y})_{t1}$ is the variance of the soil property for the observations at the first point in time, $\hat{V}(\hat{y})_{t2}$ at the second point in time, and $\hat{V}(\hat{y})_{t1,t2}$ is the covariance of soil properties at the two time periods (the covariance term). This is calculated separately for each depth of interest. While the vertical covariance is not used in these calculations, it is still taken advantage of in the modelling process to strengthen predictions at non co-located sites, and to ensure they are coherent with each other.

6.2.4.2. Covariates, model selection, map production, and assessment of model quality

The covariates used for the modelling and mapping in this study are discussed in detail in Chapter 3. In summary, the covariates consisted of four broad types; gamma radiometrics data, digital elevation model terrain attributes, and maps of soil type and land use. Due to the large number of numerical covariates ($n = 19$), a principal component analysis was performed. As described in the previous chapters of this thesis, the combination of covariates to be included in the final model was determined by backwards elimination. The initial model had separate fixed effects for each of the four response variables (i.e. all PCs, land use and soil type). Wald tests were performed to identify redundant covariates, where those with the highest $p$-value (least significant) were removed, and this was continued until all predictors had a $p$-value less than 0.05. After the final model was determined, it was used to predict onto the covariate grid of the study area (100 m resolution) using the EBLUP (Empirical Best Linear Unbiased Predictor) approach and digital soil maps were then produced. No back-transformation of the response variables was necessary, as the SOC content dataset and the residuals
displayed a normal distribution and did not require statistical transformation. Leave-one-site-out cross-validation (LOSOCV) was used to test the quality of predictions, where both depths at both time points for one site was removed from the dataset and predicted using the remaining dataset, and this was repeated for each site. Model quality was then evaluated with Lin’s concordance correlation coefficient (LCCC), root mean square error (RMSE), bias (mean of the residuals), and the standardised squared prediction errors (SSPE).

6.3. Results

6.3.1. Visible near infrared (VisNIR) spectroscopy predictions

Both SOC and SIC content of samples displayed a moderate to strong relationship (Pearson’s correlation) with the predictor variables of STC content and soil pH (Table 6.1). The independently-validated statistics also showed that both SOC and SIC content of samples could be predicted with high accuracy using spectroscopic techniques (Fig. 6.1; Fig. 6.2; Table 6.2). Overall, SOC content was predicted with greater accuracy than SIC content, and the different combinations of model inputs had a clear impact on the prediction quality for both SOC and SIC content. Lin’s concordance correlation coefficient (LCCC) was primarily used for the assessment of model quality, as it is the fit of the 1:1 line of the observed and predicted values. It is also unit less, which makes it useful for comparing different models of the same soil property, as well as comparing models for different soil properties.

For SOC content, it was clear that the inclusion of additional soil property data improved prediction results considerably, improving the predictions on the validation dataset from an LCCC of 0.81 for the simplest model (model A), to an LCCC of 0.94 for the model that included all predictor variables (model D) (Table 6.2; Fig. 6.1). It can be seen in Fig. 6.1 that model D predicted SOC to ~100% accuracy for multiple soil samples (where the points lie exactly on the 1:1 line) in both the calibration and validation plot, whereas this did not occur for model A. For SOC content, the inclusion of pH alone with VisNIR and mid-depth (model B) did not improve predictions, but the inclusion of STC content with VisNIR and mid-depth (model C) improved predictions significantly. Organic carbon content had a particularly high positive correlation ($r$) with total carbon content (0.86) and a weaker negative correlation with pH (-0.36), which explains their relative importance in the prediction of SOC content (Table 6.1). Overall, the inclusion of both pH and STC content together with VisNIR and mid-depth (model D) resulted in the best model.
The inclusion of STC content and pH data as predictor variables with VisNIR and mid-depth was even more effective in improving SIC content predictions with Cubist models (Table 6.2; Fig. 6.2). VisNIR and mid-depth only models (model A) predicted the validation dataset very poorly, with an LCCC of 0.35, whereas the model with the full suite of input variables (model D) predicted the validation dataset to an accuracy of 0.83 LCCC (Table 6.2). While the inclusion of pH alone (model B) did not improve SOC content predictions, it made a noteworthy improvement from the simplest model (model A) in SIC content predictions to predict the validation dataset to an accuracy of 0.52 LCCC (Table 6.2). There was a slightly higher correlation ($r$) with pH and SIC content (0.39) than there was with pH and SOC content (-0.36), although the correlation with STC and SIC contents was much weaker (0.35) than with STC and SOC contents (0.86) (Table 6.1). Overall, the Cubist models that included VisNIR spectra, mid-depth, pH and STC content as predictor variables proved to be the most accurate at predicting both SOC and SIC contents. Consequently, the full suite of predictor variables (model D) were used for final SOC and SIC content predictions for further data analysis, modelling and mapping.

Table 6.1 – Pearson’s correlation ($r$) between response variables (SOC and SIC content) and predictor variables (STC content and pH)

<table>
<thead>
<tr>
<th></th>
<th>SOC</th>
<th>SIC</th>
<th>STC</th>
<th>pH</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOC</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SIC</td>
<td>-0.15</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>STC</td>
<td>0.86</td>
<td>0.35</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>pH</td>
<td>-0.36</td>
<td>0.39</td>
<td>-0.18</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table 6.2 – Model quality statistics for SOC and SIC content predictions from Cubist models with varying combinations of input variables

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Model</th>
<th>Input variables</th>
<th>Dataset</th>
<th>LCCC</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>MSE</th>
<th>bias</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Soil Organic Carbon (SOC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>VisNIR + mid-depth</td>
<td>Calibration</td>
<td>0.93</td>
<td>0.90</td>
<td>0.10</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.81</td>
<td>0.67</td>
<td>0.14</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>VisNIR + mid-depth + pH</td>
<td>Calibration</td>
<td>0.93</td>
<td>0.89</td>
<td>0.10</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.81</td>
<td>0.67</td>
<td>0.14</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>VisNIR + mid-depth + TC</td>
<td>Calibration</td>
<td>0.97</td>
<td>0.96</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.90</td>
<td>0.84</td>
<td>0.09</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>VisNIR + mid-depth + pH + TC</td>
<td>Calibration</td>
<td>0.98</td>
<td>0.98</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.94</td>
<td>0.89</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Soil Inorganic Carbon (SIC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>VisNIR + mid-depth</td>
<td>Calibration</td>
<td>0.83</td>
<td>0.85</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.35</td>
<td>0.14</td>
<td>0.12</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>VisNIR + mid-depth + pH</td>
<td>Calibration</td>
<td>0.86</td>
<td>0.87</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.52</td>
<td>0.29</td>
<td>0.11</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>VisNIR + mid-depth + TC</td>
<td>Calibration</td>
<td>0.94</td>
<td>0.97</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.82</td>
<td>0.73</td>
<td>0.06</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>VisNIR + mid-depth + pH + TC</td>
<td>Calibration</td>
<td>0.97</td>
<td>0.98</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Validation</td>
<td>0.83</td>
<td>0.70</td>
<td>0.07</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>
VisNIR + mid-depth

Fig. 6.1 – Observed vs. predicted soil organic carbon (SOC) content (%) values of calibration (left) and validation (right) datasets predicted with VisNIR spectra and mid-depth (top); and VisNIR spectra, mid-depth, soil pH and soil total carbon contents (bottom) as predictor variables in Cubist models
Fig. 6.2 – Observed vs. predicted soil inorganic carbon (SIC) content (%) values of calibration (left) and validation (right) datasets predicted with VisNIR spectra and mid-depth (top); and VisNIR spectra, mid-depth, soil pH and soil total carbon contents (bottom) as predictor variables in Cubist models.
Both the laboratory measured and VisNIR-predicted samples are considered together in this section, due to the high accuracy of the predictions. Overall, SOC contents at Hillston are low, with values ranging from 0.22% to 1.87% in the 0-0.1 m sampling depth, and from 0.03% to 1.09% in the 0.3-0.5 m sampling depth (Table 6.3). In the topsoil (0-0.1 m), the cotton sites had slightly lower mean SOC content (0.72%) than natural sites (0.79%) in 2002. In 2015, mean SOC content increased by 0.05% to 0.77% in sites under the cotton land use, and equally increased by 0.05% to 0.84% in sites under the natural land use (Table 6.3). A mean decrease in SOC content for sites under the dryland land use was observed in the 0-0.1 m depth, shifting from 0.78% in 2002, to 0.69% in 2015. Contrastingly, the horticulture land use had a mean increase in SOC content in the 0-0.1 m depth, with an increase from 0.61% to 0.85% during the 13-year period, although there were very few samples under this land use extracted in 2002 (Table 6.3). In the 0.3-0.5 m sampling depth, SOC content was generally low, with mean values for the different land uses ranging from 0.31-0.40%. A mean increase in SOC content was observed in the subsoil under the dryland land use, with no considerable changes in sites under the cotton or natural land use (Table 6.3).

### Table 6.3 – Combined laboratory-measured and VisNIR-predicted soil organic carbon content (%) statistics of all samples for different depth increments, time points and land uses

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0-0.1 m</td>
<td>0.72</td>
<td>0.77</td>
<td>0.78</td>
<td>0.69</td>
<td>0.79</td>
<td>0.84</td>
<td>0.61</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.35</td>
<td>0.35</td>
<td>0.31</td>
<td>0.40</td>
<td>0.37</td>
<td>0.40</td>
<td>0.43</td>
<td>0.36</td>
</tr>
<tr>
<td>Minimum</td>
<td>0-0.1 m</td>
<td>0.22</td>
<td>0.34</td>
<td>0.36</td>
<td>0.34</td>
<td>0.29</td>
<td>0.33</td>
<td>0.42</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.08</td>
<td>0.03</td>
<td>0.12</td>
<td>0.16</td>
<td>0.09</td>
<td>0.11</td>
<td>0.41</td>
<td>0.21</td>
</tr>
<tr>
<td>Maximum</td>
<td>0-0.1 m</td>
<td>1.46</td>
<td>1.59</td>
<td>1.87</td>
<td>0.96</td>
<td>1.48</td>
<td>1.77</td>
<td>0.95</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.85</td>
<td>0.83</td>
<td>0.64</td>
<td>0.85</td>
<td>0.79</td>
<td>1.09</td>
<td>0.47</td>
<td>0.56</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0-0.1 m</td>
<td>0.259</td>
<td>0.197</td>
<td>0.440</td>
<td>0.166</td>
<td>0.263</td>
<td>0.329</td>
<td>0.293</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>0.134</td>
<td>0.118</td>
<td>0.139</td>
<td>0.211</td>
<td>0.128</td>
<td>0.145</td>
<td>0.032</td>
<td>0.108</td>
</tr>
<tr>
<td>n</td>
<td>0-0.1 m</td>
<td>60</td>
<td>65</td>
<td>13</td>
<td>21</td>
<td>37</td>
<td>61</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0.3-0.5 m</td>
<td>58</td>
<td>62</td>
<td>12</td>
<td>19</td>
<td>35</td>
<td>61</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

While many sites were sampled in both 2002 and 2015, the number of sites sampled in each survey differed, and this confounds the trends in SOC content observed in Table 6.3. The mean statistics of all sampled sites (Table 6.3) showed an increase in SOC content of 0.05% for both cotton and natural sites in the topsoil, but mean data from those sites only sampled in both 2002 and 2015 does not necessarily affirm this trend. This paired data suggests that almost no change in SOC content had...
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occurred over the study period, with sites under cotton decreasing by 0.02%, and sites under the natural land use undergoing a decrease of 0.01% (Table 6.4). Individual sampling sites exhibited both increases and decreases in SOC content over time, but the majority of sites experienced only slight shifts in SOC content (Fig. 6.4).

Table 6.4 – Mean change in SOC content (%) from 2002 to 2015 for co-located sites

<table>
<thead>
<tr>
<th></th>
<th>Cotton</th>
<th>Natural</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 m</td>
<td>-0.02%</td>
<td>-0.01%</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>-0.01%</td>
<td>+0.03%</td>
</tr>
</tbody>
</table>
Fig. 6.3 – Temporal change in soil organic carbon (SOC) contents at sites sampled in both 2002 and 2015 surveys under the cotton (left) and natural (right) land use at the 0-0.1 m (top) and 0.3-0.5 m sampling depth (bottom)
6.3.3. Multivariate linear mixed model

6.3.3.1. Final model and model quality

The combination of covariates used as predictors for each individual response variable in the final fitted MLMM varied, although land use was an important predictor for three of the four response variables (Table 6.5). The final fitted MLMM could predict the four response variables of SOC content with high accuracy when tested with LOSOCV (Table 6.6; Fig. 6.4). The Lin’s concordance correlation coefficient (LCCC) value for the fitted model was high, with a value of 0.68, and the root mean squared error (RMSE) was low, with a value of 0.21%, which indicates that the quality of model predictions were high. The fitted model had a mean standardised squared prediction error (SSPE) close the expected value of 1.0, and a median that was slightly lower than the expected value of 0.455 (Table 6.6), which suggests the presence of some outliers.

Table 6.5 – Included covariates in the final MLMM of SOC content

<table>
<thead>
<tr>
<th>Depth</th>
<th>Year</th>
<th>Covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 m</td>
<td>2002</td>
<td>Land use + PC3 + PC5</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>Land use + soil type + PC1 + PC2 + PC6</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>2002</td>
<td>Land use + PC3 + PC6</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>Soil type + PC2</td>
</tr>
</tbody>
</table>

Table 6.6 – Quality statistics of the soil organic carbon content MLMM using LOSOCV

<table>
<thead>
<tr>
<th>Sampling depth</th>
<th>LCCC</th>
<th>RMSE</th>
<th>Bias</th>
<th>Mean (SSPE)</th>
<th>Median (SSPE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1 &amp; 0.3-0.5 m</td>
<td>0.68</td>
<td>0.21</td>
<td>-0.01</td>
<td>0.99</td>
<td>0.34</td>
</tr>
</tbody>
</table>
Fig. 6.4 – Observed vs. predicted SOC content (%) using LOSOCV and predicted with the MLMM

6.3.3.2. Soil organic carbon content maps

The maps of SOC content in the cotton-growing region of Hillston show that the topsoil (0-0.1 m) contains considerably larger quantities of SOC than the subsoil (0.3-0.5 m), as expected (Fig. 6.5). The variability of SOC content is also much higher in the topsoil, with values ranging from approximately 0.2 to 2.0%, whereas the majority of values in the subsoil ranged from 0.2 to 0.6%. The topsoil maps showed that the highest SOC contents are located along the Lachlan River, and areas at higher elevation (Fig. 6.5). While the spatial patterns of topsoil SOC content were similar at both time points, the change map revealed that there were predicted decreases in SOC content in the southwest of the study area on the alluvial floodplains, and predicted increases in the northeast of the study area. In the subsoil, the spatial patterns of the SOC content maps at both time points were very similar, and there appeared to be no obvious driver of the spatial distribution of SOC content. The change map for the subsoil revealed that very little of the area was predicted to have experienced a shift in SOC content, however, a generally similar trend to the topsoil was observed, with a decrease in the southwest, and an increase in the northeast. It appeared that land use was not a clear driving factor of the spatial patterns of SOC content in both the topsoil and subsoil maps (Fig. 6.5).
Fig. 6.5 - Soil organic carbon (SOC) content (%) of the 0.0-0.1 (top) and 0.3-0.5 m (bottom) sampling depths in 2002 and 2015, modelled with a single multivariate linear mixed model, and the change in SOC during this time period (2015-2002).
6.3.4. Statistical significance of soil organic carbon change

While the change map of SOC content at the 0-0.1 m depth increment showed large areas were predicted to have undergone a shift in SOC content (Fig. 6.5), the z-score map revealed that only small areas underwent a statistically significant change (Fig. 6.6). In particular, an area in the northeast of the study area experienced a statistically significant increase (p-value 0.05-0.10) in SOC content during the study period (Fig. 6.6). This particular area of the study region was covered by several land uses (cotton, natural, and dryland), which suggests that the reasons for this increase could be climatically-driven. There were also some small, isolated areas on the alluvial floodplains in the south-west of the study area that underwent a statistically significant decrease in SOC content during the study period (Fig. 6.6). Most of these decreases occurred in areas under irrigated cotton production. In the 0.3-0.5 m sampling depth, almost no statistically significant change in SOC content was detected across the entire study region (Fig. 6.6).

![Fig. 6.6 – Z-scores showing the statistical significance of the change from 2002 to 2015 in soil organic carbon content for the 0-0.1 and 0.3-0.5 m sampling depths](image)

6.4. Discussion

6.4.1. Soil organic and inorganic carbon predictions with visible near infrared (VisNIR)

Overall, both SOC and SIC contents of samples from the cotton-growing district of Hillston could be accurately predicted with spectroscopic techniques. It was clear from the results that combining soil pH
and STC content data as predictor variables with VisNIR spectra dramatically improved the accuracy of both SOC and SIC predictions compared to solely using VisNIR spectra.

In particular, SOC content was predicted with very high accuracy by the model that included VisNIR, mid-depth, pH and STC (model D), with an LCCC of 0.94 when predicted on the validation dataset compared to an LCCC of 0.81 for the model that contained only VisNIR and mid-depth (model A). This is logical, as SOC content is highly positively correlated \((r)\) with STC content (0.86), and moderately negatively correlated with pH (-0.36). When predicting on both the calibration and validation datasets with model D, it was apparent that SOC content was predicted to ~100% accuracy for several samples, as can be seen in Fig. 6.1. While these results initially look unbelievable, these very accurate predictions can be logically explained. It is likely that the Cubist model is detecting that there is no inorganic carbon in the sample, and because Cubist models are essentially rule-based decision trees, the model is simply assigning the inputted STC value as the SOC content prediction. There are particular VisNIR wavelengths that are associated with SC (Gaffey 1986), and if these wavelengths of the scanned sample do not possess the appropriate reflectance, the model is likely determining that there is no SIC present in the sample. While the inclusion of soil pH alone with VisNIR and mid-depth did not improve SOC predictions (model B), when this was included in combination with STC (model D), the predictions were slightly better than model C (VisNIR, mid-depth and STC), suggesting that there is an advantageous interaction occurring with STC and pH in these models.

Studies have reported that the accuracy of predicting SOC and SIC content of samples with VisNIR is generally quite similar (Chang et al. 2001; McCarty et al. 2002), although this depends on a number of factors. In our study, this was not the case, and the final models (model D) predicted the validation dataset with an LCCC of 0.94 for SOC content, and 0.83 for SIC content (Table 6.2). A possible reason for the poorer predictions of SIC content is due to the nature and distribution of the SIC dataset. The SIC dataset in our study is zero-inflated (contains many zero values), and consequently there are fewer samples that contain some amount of SIC in the training dataset. In addition, SIC content of samples was not directly measured by laboratory methods, and was determined by the difference between measured SOC and STC content, which includes a greater amount of error. While there were multiple occurrences of SOC content being predicted to ~100% accuracy, this was not the case for SIC content. This is logical, as all soil samples in the study contain some amount of SOC, even if it is a very small amount, but not all samples contain SIC. As a result, the model could not simply assign the SIC value as the STC value.
While the inclusion of soil pH as a predictor variable with VisNIR and mid-depth (model B) did not improve the SOC content predictions, it made a significant improvement in SIC content predictions. Soil pH was found to be positively correlated ($r$) with SIC content (0.39) and it is known that very alkaline pH levels indicate the presence of considerable amounts of carbonate in a soil. Soils that possess a pH of less than 7 (soil: water 1:5 extract) also commonly do not contain SIC (Wang et al. 2015). Although the correlation ($r$) of SIC with STC content was relatively weak (0.35), including STC content as a predictor improved predictions on the validation dataset from an LCCC of 0.35 for model A to 0.82 for model C. While combining pH with spectra improved SIC content predictions, this positive impact seemed to be masked when both pH and STC content were included as predictor variables together. The LCCC of predictions on the validation dataset with VisNIR, mid-depth, pH and STC content (model D) was 0.83, which is only slightly better than VisNIR, mid-depth, and STC content (model C), which was 0.82.

It must be acknowledged that including STC content data with VisNIR spectra to predict the SOC content of a sample is likely impractical and unnecessary for most studies. The prediction of SOC content with spectra alone was of high quality in our study, and this has been the case for many other studies (Viscarra Rossel et al. 2006). Our study, however, demonstrates that there is considerable benefit in measuring STC content and including this in model predictions with VisNIR to predict SIC content. Although inorganic carbon is not found in all soils, this approach could be particularly appropriate for areas that typically possess soils with carbonates, such as arid and semi-arid areas. Our results also suggest that there is considerable benefit in including soil pH data with VisNIR spectra to predict SIC content. Soil pH data is also typically more available than STC content data, as it can be rapidly and cheaply measured by traditional laboratory methods. As soil pH is often correlated with different soil attributes such as nutrient availability, this also shows promise for combining soil pH data with spectra to predict other soil properties.

This also opens the discussion as to the possible benefits of combining other cheaply-measured and readily available soil data with VisNIR spectra to predict different soil properties, as there are many soil properties that are highly correlated with each other. For example, soil electrical conductivity (EC) is easily measured by traditional laboratory methods and hence this data is often available. It is known that EC is well correlated with other soil properties that are typically laborious to measure, such as soil particle size, and cation exchange capacity (Grisso et al. 2005). While studies often use ancillary soil data combined with pedotransfer functions to estimate the value of a soil property (McBratney et al. 2002), there are no studies, to our knowledge, that use ancillary soil data in combination with spectra to
predict another soil property. There are some limitations to adopting this approach, as including additional soil property data with spectra in predictive models requires that both the training dataset and prediction dataset possess a value for that soil property. Despite this, when ancillary soil data is available, it could be very useful in improving the quality of soil spectroscopic predictions.

6.4.2. Spatio-temporal patterns of soil organic carbon

Overall, the levels of SOC in the Hillston district are low, with a mean content of 0.79% in the topsoil (0-0.1 m), and 0.38% in the subsoil (0.3-0.5 m) in 2015. These values are similar to SOC levels reported by other studies in semi-arid areas of eastern Australia (e.g. Chan et al. 1995; Conyers et al. 2015). While there was very little spatial variation in SOC content in the subsoil, the topsoil maps showed that the highest SOC contents are located on areas at higher elevation, as well as along the Lachlan River (Fig. 6.5). The larger SOC values at higher elevations could be because these areas are not used for agriculture, and there is typically greater ground cover and density of trees compared to the rest of the study area. The higher SOC contents along the Lachlan River are likely due to the relatively more fertile and higher yielding Grey Vertosols being situated in those locations. Interestingly, land use did not appear to have a strong impact on the spatial patterns of SOC content in both the topsoil and subsoil maps.

Of all soil properties, SOC content is the most commonly spatio-temporally monitored over a region (Filippi et al. 2016). There has been some contrasting trends observed in such studies, with some detecting trends of increasing SOC content (Minasny et al. 2012; Ross et al. 2013), while others have detected decreases in SOC over time (Saby et al. 2008; Deng et al. 2013). In our study, no considerable change in SOC content was detected in the subsoil (0.3-0.5 m), but the change map of SOC content for the topsoil (0-0.1 m) revealed extensive predicted decreases in the southwest of the study area, and widespread predicted increases in the northeast of the study area. Nevertheless, the only part of the study region that underwent a widespread statistically significant change was an area in the northeast, where a statistically significantly increase was predicted ($p$-value 0.05-0.10). There were also some isolated areas in the south-west of the study area that underwent a statistically significant decrease in SOC content during the study period, although this area was relatively small (Fig. 6.6). The results from these z-score maps reinforce the importance of placing a prediction interval around the predicted change to prevent misinterpretation. A study that similarly monitored the change in SOC content at decadal scales in a cotton-growing region in eastern Australia, found a contrasting trend to ours, where decreases in SOC content over time were observed (Karunaratne et al. 2014). Although rarely performed
in the literature, Karunaratne et al. (2014) also analysed the statistical significance of this change and found that only a very small section of the study area decreased significantly ($p$-value 0.05-0.10), with the authors attributing this change to a warming climate during the study period.

The particular part in the northeast of the study area that underwent a statistically significant increase in SOC content was not limited to a single land use, with the cotton, natural and dryland land uses covering the area. This suggests that the observed increase in SOC content is not a result of agricultural management practices, but rather is climatically-driven. This increase could be driven by the three consecutive years of high rainfall received in Hillston from 2010 to 2012, as it is known that there is a strong positive correlation with rainfall amount and SOC content (Jobbágy and Jackson 2000). The reasons for this particular part of the study area undergoing an increase in SOC content could be due to the position in the landscape, the soil type, or an interaction of several factors. In addition, this area possessed relatively low topsoil SOC contents in 2002 (Fig. 6.5). Because the soils in this location are starting off at a lower baseline SOC content, there is greater potential for this to increase, as soils with a low in SOC content are often more responsive to factors that drive SOC accumulation, and these changes can occur rapidly (Klemmedson 1989).

While it is generally expected that soils under natural vegetation are in equilibrium, and that organic carbon content of these soils would not change over decadal time scales (West and Post 2002), the results from our study suggest that several years of high rainfall can significantly impact SOC content of soils in a semi-arid landscape. Studies have proposed that there is considerable potential for fluctuating rainfall patterns to significantly alter the levels of organic carbon in a soil (Aanderud et al. 2010), but it is generally expected that this would not be significant at such short time scales. Despite this, the climatic conditions experienced during the study period from 2002 to 2015 represent quite an extreme case of fluctuating rainfall patterns and amounts. The three consecutive years of heavy rainfall from 2010 to 2012 was the wettest period that Hillston had experienced on record, and in the eight years prior to this from 2002 to 2009, Hillston experienced the worst drought ever recorded (BOM 2017). It is probable that the lengthy drought caused a decrease in SOC content across the study area, although this is simply speculation without a measurement at the junction of the shift in rainfall patterns in 2010. Nevertheless, it appears that the period of high rainfall had at least negated the impacts of the drought on SOC content, or superseded them.

There has also been considerable discussion in the literature about the potential for irrigated agriculture to increase the accumulation of SOC in semi-arid areas, due to the inherently low SOC levels
in such areas (Entry et al. 2002). The topsoil z-score map of SOC change produced in our study indicated that only a small area had experienced a statistically significant increase in SOC content in the topsoil, but the role that irrigation played in this was unclear. The mean SOC content of all sampled sites also indicates that both natural and cotton sites have increased by 0.05% from 2002 to 2015 (Table 6.3), however, the data from sites only sampled at both time points suggests that there was essentially no change in SOC content during the study period (Table 6.4). Consequently, it is very difficult to disentangle the impacts of management and climate from these results. The mean topsoil SOC content for natural sites was 0.07% higher than cotton sites in both the 2002 and 2015 surveys (Table 6.3), which suggests that the cotton land use has a relatively negative impact on SOC content compared to the natural land use. This is also supported by the small, isolated areas on the alluvial floodplains in the south-west of the study area that underwent a statistically significant decrease in SOC content during the study period, as these decreases solely occurred in soils under irrigated cotton production. Similar trends have been found in a study on Vertosols in eastern Australia where soil under cotton production generally displayed lower SOC levels compared to adjacent native soils (Conteh et al. 1997). These trends suggest that although the plant biomass entering the soil is much higher under cotton production compared to the natural land use, this is not resulting in overall increases in SOC content at Hillston. It is known that the process of cultivating soil promotes the loss of SOC (Studdert and Echeverria 2000), and it is likely that the negative effects of tillage on SOC levels are counteracting the positive effects of increased biomass inputs. Soils under the dryland land use in Hillston are also typically cultivated, and a similar trend of a decrease in SOC over time was observed, with a mean SOC content of 0.78% in 2002 shifting to 0.69% in 2015 (Table 6.4). It is possible that a net accumulation of SOC could occur under irrigated cotton production if soils were not required to be constantly cultivated.

6.4.3. Multivariate linear mixed models
The SOC content prediction quality of the MLMM in this study is high (0.68 LCCC using LOSOCV), and is generally higher than other studies that have spatially modelled SOC at a similar density, although the results in the published literature vary considerably. Karunaratne et al. (2014) found that the quality of SOC predictions ranged from an LCCC of 0.20 to 0.76 after fitting separate univariate LMMs to two different datasets and testing this with leave-one-out cross-validation. A study of a similarly-sized region in Tibet also found that SOC could be predicted with an LCCC of 0.54 using independent validation (Yang et al. 2016). While SOC content could be predicted with high accuracy using our MLMM, it is also crucial that our fitted model has appropriate SSPE values, so that we know that the prediction variance reflects
the actual error of the predictions. Our fitted model had a mean SSPE close the expected value of 1.0, but the median SSPE was 0.34, which is slightly lower than the expected value of 0.455, indicating that some outliers may be present. Despite this, we have an acceptable estimate of the reliability of the prediction variance, and this is crucial, as the prediction variance is used to calculate the z-statistic, and subsequently calculate the statistical significance of the estimated change in SOC content.

In the previous research chapters in this thesis we have utilised co-located soil information from different time points to create a single bivariate linear mixed model (BLMM), and thus account for spatial correlation through time. However, in this chapter we have also utilised vertical spatial correlation from other co-located soil depths. The utilisation of this correlation is a likely reason for the high quality of the predictions presented in this study. In addition, simultaneously modelling multiple response variables increases the size of the training dataset. The only published study, to our knowledge, that utilises co-located soil data and the covariance between different sampling depths was undertaken by Orton et al. (2014). In their study, the authors used a linear model of co-regionalization (LMCR) to model two soil properties at three depths, resulting in six variables in the LMCR. This meant that the correlation between the two soil properties, and the correlation between the different depths, was utilised. Results showed improved predictions, particularly where missing samples occurred (Orton et al. 2014). Another significant advantage of modelling multiple soil depths using this approach is that there is a logical connection between soil maps of the same property at different depth increments. This ultimately results in soil maps that pedologically make sense, as the values of the soil property at a particular depth has been influenced by the value of the soil property at different depth increments above, below, or both above and below the depth of interest. This approach is particularly advantageous when some sampling depths have more samples than others.

While using MLMMs to model SOC content and other soil properties in space and time contains many benefits, there are a few limitations that must be acknowledged. The most notable is the amount of time and computing power required to create these models, as this is a serious limitation to their widespread adoption. In this study, manual backwards elimination of predictor variables was performed and each trend included nine predictor variables (two categorical, and seven numerical), resulting in 36 predictor variables in the model. To reach our final fitted MLMM, we eliminated 23 of the possible 36 predictor variables. Each time a predictor variable was removed, a new model needed to be created with the remaining suite of predictor variables. Using a 3.20 GHz processor with 4.00 GB of RAM per core, it took approximately 28 hours to create a model, meaning that a minimum of ~27 days was
required to reach our final result. This would be even more of a limitation if the dataset was larger (i.e. more soil samples), and/or if more responses were included (e.g. four depths and two time points). While there are ways of streamlining this approach, such as removing redundant covariates by running a simple linear model on each individual response variable and trend, this is nevertheless a serious limitation to the adoption of multivariate linear mixed models.

6.5. Conclusions and future directions

It was clear from the results in this study that the inclusions of soil pH and STC content as predictor variables dramatically improved the prediction of both SOC and SIC content when combined with VisNIR wavelengths of the scanned soil samples. This shows promise for including other readily available soil data with VisNIR to predict different soil properties, particularly when the soil property used as a predictor is correlated with the soil property to be predicted. The overall SOC content of the cotton-growing region of Hillston was found to be low. No considerable change in subsoil (0.3-0.5 m) SOC content was observed from 2002 to 2015, but topsoil (0-0.1 m) maps of SOC content revealed a trend of a statistically significant increase in the northeast of the study area. This increase appeared to be climatically-driven, rather than a function of land management, and is likely due to the three consecutive years of heavy rainfall received in the study area from 2010 to 2012. The results suggested that irrigated cotton production did not increase SOC content from natural levels, and small, isolated areas under irrigated cotton production were predicted to have undergone a statistically significant decrease in SOC content from 2002 to 2015. These results suggest that while irrigated cotton production increases the amount of plant biomass that enters the soil, the negative effects of tillage counteracts this. The MLMM used in this study predicted SOC content with high accuracy, with an LCCC of 0.68 when tested with LOSOCV. These high quality results are likely due to the utilisation of the correlation and covariance between samples extracted at different time points, as well as the correlation and covariance between different depth increments of the same soil core. This study provides evidence of the advantages of using MLMMs to monitor soil properties in space and time. The subsequent increase in the sensitivity of detecting a statistically significant change in soil properties over time that these types of models provide is also demonstrated.
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Chapter 7

7. Modelling subsoil inorganic carbon in space and time with mixture models
Abstract

Soil inorganic carbon (SIC) accounts for approximately 30-40% of global soil carbon stocks, and up to 90% of total carbon stocks in arid and semi-arid regions. Agricultural management, particularly irrigation, has the capacity to alter these stocks of SIC. This study uses soil data from surveys performed in 2002 and 2015 to spatio-temporally monitor subsoil (0.3-0.5 m) inorganic carbon content in a semi-arid irrigated cotton-growing region in the lower Lachlan River valley in southern NSW. Modelling SIC content is often challenging as SIC datasets are often zero-inflated and highly skewed compared to the distributions of other soil properties. This study uses mixture models to overcome this; such an approach involved initially modelling the presence or absence of SIC in the study area with a Random Forest model, and then separately modelling SIC content using values from the dataset that are above-zero only, with a bivariate linear mixed model. The results from these two models are then combined, producing a mixture model. This mixture model approach was deemed successful, suggesting that this method could be adopted by other studies that model SIC content, or to model other environmental properties that have a similarly unusual distribution. This approach was also compared to the prediction of SIC content through the difference between soil total carbon (STC) and soil organic carbon (SOC) content maps produced from multivariate linear mixed models (MLMM). The results from this second approach were poor, and there were many limitations. The study found that there were generally no statistically significant changes in SIC content between 2002 and 2015, although both increases and decreases in SIC content were observed at some paired-sites sampled in both surveys in the upper 0.5 m of the soil profile. These changes did not appear to be a result of land use and management, but rather due to the heavy rainfall experienced during 2010-2012 resulting in dissolution and leaching of carbonates to/from other layers of the soil profile. The high spatial variability of SIC content was identified as an important limitation to the detection of statistically significant changes. Future research should focus on monitoring spatio-temporal aspects of SIC deeper in the subsoil, as well as monitoring several sampling depths in conjunction to analyse the downward movement of SIC within the profile over time.
7.1. Introduction

It is well known that soil is the largest terrestrial pool of carbon, and over the last few decades there has been increased effort into quantifying, mapping, and monitoring the world’s soil carbon stocks. The organic component of soil carbon has almost solely been the focus of these studies, despite soil inorganic carbon (SIC) accounting for approximately one third of global soil carbon stocks (Lal 2004). Arid and semi-arid areas possess intrinsically low soil organic carbon (SOC) levels, as well as high SIC levels, with this SIC accounting for up to 90% of total soil carbon stocks in these landscapes (Suarez 2006). While SIC typically refers to calcium carbonate (CaCO$_3$), sodium and magnesium carbonates can often be present in substantial quantities in the saline and sodic soils of arid and semi-arid regions (Sanderman 2012).

While carbonates are not found in all soils, SOC is a ubiquitous feature that is highly impacted by land management (Sanderman 2012). In contrast, SIC is considered to be more temporally stable, although land management practices can still significantly alter the direction and severity of changes in SIC (Lal and Kimble 2000; Sanderman 2012). These changes in SIC could have an important impact on soil pH buffering capacity and the soil growing environment of crops (Entry et al. 2004). In particular, irrigation can significantly influence changes in SIC, and many arid and semi-arid areas have started to be used for irrigated agriculture across the globe. Irrigated cotton production in the semi-arid regions of eastern Australia is widespread and continues to grow, with the bulk of this undertaken on Vertosols that contain significant amounts of SIC (Knowles and Singh 2003; Sanderman 2012). Despite this, there has been very little research examining the effects of irrigation on SIC stocks in these areas.

The impact that irrigation practices have on SIC content is not clear, as many studies often come to contrasting conclusions (Entry et al. 2004; Wu et al. 2008; Mikhailova et al. 2013). It is generally accepted that irrigation decreases the carbonate content of upper parts of soil profiles due to the leaching and dissolution of these materials (Eswaran et al. 2000; Suarez 2006). This is logical, as the lack of rainfall in arid and semi-arid regions is the primary reason that these areas possess high amounts of SIC. Irrigation in these landscapes often encourages the redistribution and downward migration of carbonates, as they are dissolved and leached from the upper part of the soil profile and re-precipitated at deeper layers (Khokhlova et al. 1997). However, this is dependent on the amount of irrigation applied and how well drained the soils are (Sanderman 2012). Regardless, a redistribution of SIC away from the plant-root zone could have various impacts on crop production and soil pH buffering capacity.
It has also been proposed that the composition of irrigation water is critical in determining changes to SIC content, with studies suggesting that soils irrigated with water with a high electrical conductivity (EC) increases SIC content, whereas using irrigation water with a low EC decreases SIC over time (Wu et al. 2008). In addition, irrigation generally increases CO$_2$ concentrations in the soil in arid and semi-arid landscapes (Sanderman 2012), and this affects both carbonate dissolution and precipitation reactions, although there is debate as to the exact mechanisms (Entry et al. 2004; Suarez 2006). There has been much discussion of the role that SIC plays in sequestering CO$_2$ from the atmosphere, but it is generally accepted that it is relatively insignificant, as an increase in SIC does not automatically result in atmospheric CO$_2$ sequestration (Eswaran et al. 2000; Sanderman 2012).

There are very few studies that monitor spatio-temporal changes in SIC over a region (Wu et al. 2009), and this is likely due to a number of reasons. It is difficult to measure and monitor SIC, as unlike SOC that primarily accumulates at the surface, it preferentially accumulates at depth (Sanderman 2012). Furthermore, the spatially variable nature of SIC makes it difficult to model and monitor changes in space and time, as contrasting SOC, SIC can vary considerably over very short distances. Soil inorganic carbon is often found in accumulations, and two soil cores extracted five metres from each other can contain SIC contents that are magnitudes different, with this being even starker in deeper layers of the subsoil. Consequently, the monitoring of SIC and returning to georeferenced sites to observe temporal change is often challenging and confounded by the inherent spatial variability of SIC. As carbonates are not found in all soils, SIC datasets are often zero-inflated (i.e. many zero values) and highly skewed (Grinand et al. 2012), which presents challenges in statistical analysis and spatio-temporal modelling that often cannot be overcome by statistically transforming the data. This issue is commonplace with other environmental variables, such as soil contaminants; where sites are either un-contaminated or contaminated with values ranging from low to very high (Johnson et al. 2017), and streamflow; where some streams are not flowing, while others are flowing at varying rates (Van Ogtrop et al. 2011).

A modelling approach that suitably deals with highly-skewed and zero-inflated datasets is the mixture model method, where two separate models are used to achieve the final result. Initially, a model is created to predict the presence or absence of the response variable, and then a model is created to predict the quantity of the response variable where only values above zero are used in model creation. Subsequently, these two models are combined, which results in a value that is either zero (where the initial model predicted an absence), or the same value as the predicted response variable quantity model (where the initial model predicted a presence). In this study, we use the mixture model.
approach to model subsoil inorganic carbon content in space and time in a semi-arid irrigated cotton-growing district in south-west NSW, Australia. This approach is also compared to the prediction of SIC content through the difference between soil total carbon (STC) and SOC content maps produced from multivariate linear mixed models (MLMM), as described in Chapter 6. The aim of the study is to analyse the impact of different land uses and shifting rainfall patterns on changes in SIC content, as well as investigate the appropriateness of different methods of modelling SIC in space and time.

7.2. Materials and methods

7.2.1. Soil datasets and soil property analyses

This study uses data from two soil surveys of a semi-arid area surrounding the township of Hillston, in south-west NSW, where 113 soil cores from a survey in 2002 are used, as well as 160 soil cores from a survey performed in 2015. Many of the same sites were sampled in both surveys ($n = 103$), as the locations were georeferenced. At 20 of the sites in 2015, a soil core was extracted ~30-50 m away and analysed separately to examine soil spatial variation at short distances. This chapter uses soil data at different sampling depth intervals to 0.5 m. The subsampling intervals in the two surveys differed, with the 2002 survey sampled at 0-0.2 and 0.3-0.4 m, and the 2015 survey sampled at 0-0.1, 0.1-0.3 and 0.3-0.5 m. Because of the differing sampling depths between the two surveys, equal-area quadratic smoothing splines were used to standardise the depths of the 2002 survey to the depths of the 2015 survey (0-0.1, 0.1-0.3 and 0.3-0.5 m) (Bishop et al. 1999). As described in Chapter 6, SIC content was determined by both traditional laboratory methods, and through the use of visible near infrared (VisNIR) spectroscopy. The concentration of SIC, rather than SIC stock is the focus of this chapter, as the purpose is not that of carbon accounting.

7.2.2. Soil inorganic carbon prediction by mixture models

Mixture models are used in this study to deal with the zero-inflated and highly-skewed nature of the SIC dataset. Firstly, a model is created to predict the presence or absence of SIC in the study area, and then another model is created to predict the amount of SIC, using only values above zero from the dataset. Consequently, these two maps are combined, creating the mixture model. While mixture models are sporadically used in other fields of research, there are no studies to our knowledge that have adopted this approach to model the spatial distribution of SIC. Only models and maps of the 0.3-0.5 m depth are discussed in this study, as this sampling depth contained the most samples with SIC present, and the largest amount of SIC, compared to the 0-0.1 and 0.1-0.3 m sampling depths. The predictor
variables/covariates used for spatial modelling and mapping in this chapter has been discussed in detail in Chapter 3 and 4.

7.2.2.1. The probability model for the presence/absence of SIC
A Random Forest (RF) model was used to predict the presence or absence of SIC in the study area. The samples that contained any SIC value greater than zero were assigned the category of ‘presence’, and the samples that contained a SIC value equal to zero were assigned the category of ‘absence’. In total, 733 samples from the 0-0.1, 0.1-0.3 and 0.3-0.5 m sampling depths in both 2002 and 2015 were used to create one model. In addition to the covariates described in Chapter 3, the mid-depth of the sample (the middle point of the upper and lower sampling depth) and the year that the sample was collected in, were included as predictor variables. The parameters of the RF models were set to 500 trees and three variables at each split. Predictions were assigned based on a probability threshold of 0.5; i.e. if the predicted probability of SIC presence was greater than 0.5, a ‘presence’ value was assigned, and if the probability of SIC presence was less than 0.5, an ‘absence’ value was assigned. The created model was then used to predict onto a 100 m grid at each of the two time points at the 0.3-0.5 m sampling depth, with the only difference in the study area grid between these being the ‘year’ category. After the maps were created, ‘absence’ predictions were assigned the numerical value of 0, and ‘presence’ predictions were assigned the numerical value of 1. Receiver operator characteristic (ROC) curves and the calculation of the area under curve (AUC) were used to assess model quality for both in-bag and out-of-bag predictions (Breiman 1996).

7.2.2.2. SIC content model with above zero values only
One bivariate linear mixed model (BLMM) was used to model SIC content at the 0.3-0.5 m sampling depth for 2002 and 2015 concurrently, with the majority of zero values removed from the dataset. The theory and details of the BLMM used here is described in greater detail in Chapter 3 and 4. Co-located sites (sites sampled in both years) that contained no SIC in both years were removed from the dataset, and non-co-located sites that did not contain SIC were also discarded. If a co-located site had SIC present in one year, and no SIC in the other year, both sites were retained for modelling. After this data filtering process, there were 103 individual sites used for modelling and 155 individual measurements. There were 52 co-located sites ($n = 104$ samples), with 4 sites sampled in 2002 only ($n = 4$ samples), and 47 sites sampled in 2015 only ($n = 47$ samples). At these co-located sites, 10 contained a zero value in 2002 and a value above zero in 2015, and 12 contained a zero value in 2015 and a value above zero in 2002. Due to the skewed nature of the remaining dataset, a log-normal transformation was performed.
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on the SIC content data. The combination of covariates to be included in the final model was determined by backwards elimination, and this is discussed in further detail in Chapter 3. After the final model was selected, predictions of SIC content on the covariate grid of the study area at 100 m resolution were made. The SIC data was subsequently back-transformed and digital soil maps produced.

7.2.2.3. Mixture model

The corresponding SIC presence map and SIC content map for each time point were combined by multiplication. This resulted in an additional map that contained either zero values, where the SIC presence map predicts an absence, or the same value from the SIC content maps, where the SIC presence map predicts a presence (i.e. 1 multiplied by the SIC content).

7.2.3. Prediction of SIC by difference of STC and SOC maps produced with MLMMs

In Chapter 6, multivariate linear mixed models (MLMMs) were used to predict SOC content, and the same approach was used to model STC content in this chapter. Details of the STC dataset used are described in the preceding chapter. The SOC and STC content maps produced from this were subsequently used to calculate the amount of SIC content in the study area by simply calculating the difference between SOC and STC content for the 0.3-0.5 m sampling depth. The details of this modelling approach can be viewed in Chapter 6. Directly modelling the full SIC content dataset using this approach was not a viable option due to the zero-inflated and skewed nature of the dataset. However, it is possible to do this for SOC and STC content as both can easily conform to the requirements (i.e. normally distributed) of the MLMM, after statistical transformation.

7.3. Results

7.3.1. Summary statistics of inorganic carbon

The distribution of the SIC data at all sampling depths was highly skewed (Fig. 7.1) and zero-inflated (Table 7.1). Only a small number of samples in the 0-0.1 m sampling depth contained calcium carbonate, and approximately half of the samples contained some amount of SIC in the 0.3-0.5 m depth, with no clear differences in distribution between land uses or time points (Table 7.1). The quantity of SIC at 0.3-0.5 m depth was also largely similar for the different land uses, apart from dryland sites where SIC levels were considerably higher. The distribution of the above-zero SIC content values ranged from 0.01% to 1.60% (Table 7.1). While there were no clear differences in SIC content between the two time points, both increases and decreases were observed at individual sites that had been sampled in both surveys (Fig. 7.2). Data from co-located sites sampled in both 2002 and 2015 in the upper 0.5 m of the soil...
profile showed a trend of a slight decrease of SIC content in the topsoil, and a slight increase in the subsoil under both cotton and natural land uses (Fig. 7.3). This suggests that carbonate dissolution has occurred in the topsoil, and then re-precipitated in the subsoil during the study period.

**Fig. 7.1** – The distribution of soil inorganic carbon content (%) at the 0-0.1, 0.1-0.3 and 0.3-0.5 m sampling intervals at all sites
Table 7.1 – Soil inorganic carbon content (%) statistics of sites that possessed values above zero, and the number of samples that contained a zero value or a value above zero, by land use, depth and time point

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-0.1 m</td>
<td>0.22</td>
<td>0.12</td>
<td>0.28</td>
<td>0.21</td>
<td>0.44</td>
<td>0.26</td>
<td>0.15</td>
<td>0.13</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>0.09</td>
<td>0.11</td>
<td>0.20</td>
<td>0.31</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>0.16</td>
<td>0.24</td>
<td>0.35</td>
<td>0.39</td>
<td>0.19</td>
<td>0.26</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>Minimum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-0.1 m</td>
<td>0.04</td>
<td>0.01</td>
<td>0.15</td>
<td>0.14</td>
<td>0.01</td>
<td>0.09</td>
<td>0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.06</td>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>0.03</td>
<td>0.03</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-0.1 m</td>
<td>0.50</td>
<td>0.33</td>
<td>0.41</td>
<td>0.27</td>
<td>0.69</td>
<td>0.73</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>0.42</td>
<td>0.40</td>
<td>0.67</td>
<td>0.49</td>
<td>0.66</td>
<td>0.52</td>
<td>0.25</td>
<td>0.08</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>0.48</td>
<td>1.31</td>
<td>1.01</td>
<td>1.60</td>
<td>0.62</td>
<td>1.51</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.192</td>
<td>0.105</td>
<td>0.184</td>
<td>0.092</td>
<td>0.376</td>
<td>0.312</td>
<td>0.148</td>
<td>NA</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>0.102</td>
<td>0.129</td>
<td>0.239</td>
<td>0.222</td>
<td>0.184</td>
<td>0.153</td>
<td>0.148</td>
<td>0.007</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>0.124</td>
<td>0.229</td>
<td>0.367</td>
<td>0.472</td>
<td>0.158</td>
<td>0.367</td>
<td>0.148</td>
<td>0.094</td>
</tr>
<tr>
<td>&gt; zero values $(n =)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-0.1 m</td>
<td>6</td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>25</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>14</td>
<td>14</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>25</td>
<td>35</td>
<td>6</td>
<td>12</td>
<td>13</td>
<td>35</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>= zero values $(n =)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-0.1 m</td>
<td>37</td>
<td>54</td>
<td>11</td>
<td>19</td>
<td>33</td>
<td>57</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>0.1-0.3 m</td>
<td>18</td>
<td>15</td>
<td>7</td>
<td>3</td>
<td>14</td>
<td>19</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>16</td>
<td>27</td>
<td>6</td>
<td>7</td>
<td>13</td>
<td>26</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>
Fig. 7.2 – Change in the soil inorganic carbon content (%) at the 0-0.1, 0.1-0.3 and 0.3-0.5 m sampling intervals at co-located sites that included a presence of carbonates in both 2002 and 2015
7.3.2. Inorganic carbon presence/absence predictions with Random Forest

The Random Forest model created to predict the presence or absence of SIC in the study area was highly accurate (Fig. 7.4). The ROC curve summarises the trade-off between true positives and false positives for different probability thresholds used to define when a class is predicted to be present. The true positive rate is the probability of a correct prediction, and the false positive rate is the probability of a false alarm. The closer the fitted line is to the 1:1 line, the poorer the model is. A plot that shows a perfect prediction is where the fitted line runs parallel to the y-axis on the x-axis origin, and parallel to the x-axis near the maximum y-axis value. Another useful measure of model quality is the area under the curve (AUC), which is 1.0 for a perfect model. Our out-of-bag (OOB) predictions showed that the model predicted with high accuracy, with an AUC of 0.88 (Fig. 7.4). The estimation of error rate for OOB predictions was 20.76% overall (Table 7.2). Out-of-bag error is a method of measuring the prediction error of RF models, and is essentially a method of cross-validating models. The model was better at predicting the absence of SIC, only incorrectly predicting this 10.8% of the time, while the presence of
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SIC was incorrectly predicted 40.6% of the time (Table 7.2). Overall, this shows promise for using the model to predict the presence of SIC at locations where SIC has not been measured.

![ROC curve](image)

**Fig. 7.4** – ROC (receiver operator characteristic) curve for out-of-bag predictions of the presence or absence of soil inorganic carbon with a Random Forest model

<table>
<thead>
<tr>
<th>Observed</th>
<th>Absence</th>
<th>Presence</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted</td>
<td>423 True negative</td>
<td>51 False negative</td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td>97 False positive</td>
<td>142 True positive</td>
<td>40.6</td>
</tr>
</tbody>
</table>

**Table 7.2** – Confusion matrix – out-of-bag estimate of error rate = 20.76% – based on threshold probability of 0.5

The importance of different predictor variables in the SIC presence models was tested by the mean decrease in accuracy, and the mean decrease in node impurity. Mean decrease in accuracy is calculated on the OOB data, where for each tree, the prediction error (error rate) on the OOB portion of the data is recorded. This is then done after permuting each predictor variable and the difference between the two
are then averaged over all trees, and normalised by the standard deviation of the differences. The mean decrease in accuracy plot essentially shows the impact of removing each predictor variable on the misclassification of observations (Fig. 7.5). Mean decrease in node impurity is measured by the Gini index, where the total decrease in node impurities from splitting on the variable is averaged over all trees (R Core Team 2017). The most important predictor variables were mid-depth, followed by PC2, and eastings (Fig. 7.5). While soil type and year were important in the mean decrease in accuracy, they were less important in the mean decrease in node impurity. Land use was consistently a poor predictor of the presence of SIC (Fig. 7.5).

![Fig. 7.5 – The importance of each predictor variable in the Random Forest model of the probability SIC with the contribution to mean decrease in accuracy (left) and mean decrease in node impurity (right)](image)

The maps of the presence or absence of SIC, based on a probability threshold of 0.5, showed that SIC was predicted to be present in 47% and 43% of the study area at the 0.3-0.5 m sampling depth in 2002 and 2015, respectively (Fig. 7.6). There was little difference in the spatial distribution of the presence and absence of SIC at the different time points. Areas where SIC was predicted to be present were primarily located on the alluvial floodplains, southeast of the Lachlan river, and northeast of the study area (Fig. 7.6).
7.3.3. Soil inorganic carbon content predictions with bivariate linear mixed models

The maps produced by BLMMs and modelled with sites that only contained SIC showed similar spatial trends at both time points (Fig. 7.7). Similarly to the SIC presence model (Fig. 7.6), PC2 was an important predictor variable in both trends (Table 7.3), and this PC is largely driven by radiometrics and hence geology, as can be seen in Chapter 4. In addition, soil type was an important predictor (Table 7.3), and these covariates are clearly reflected in the spatial patterns of the maps (Fig. 7.7). Similarly to the SIC presence model, the impact of land use was insignificant in the SIC content BLMM. The quality of the BLMM was generally low, with an LCCC (Lin’s concordance correlation coefficient) of 0.25 (Table 7.4). The fitted model had mean and median standardised squared prediction errors (SSPE) that were close to the expected values of 1.0 and 0.455, respectively (Table 7.4), which means that while the predictions are not of high quality, the estimates of the uncertainty are quite good. While the SIC presence/absence maps showed that SIC was predicted to be primarily located west and southeast of the Lachlan River (Fig. 7.6), it can be seen that the SIC content BLMM is predicting the highest SIC values at locations where SIC was predicted to be absent (Fig. 7.6; 7.7). The reason for these clearly incorrect predictions is most likely due to the removal of samples from these locations for modelling, as they contained no SIC. The model is thus extrapolating SIC content values in this area; however, this ultimately does not affect our final maps, as these areas were predicted to contain no SIC and will thus be dealt with in the mixture modelling process (Fig. 7.8).
Table 7.3 – Included covariates in the final BLMM of SIC content

<table>
<thead>
<tr>
<th>Trend</th>
<th>Covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>Soil type + PC2 + PC3 + PC6 + PC7</td>
</tr>
<tr>
<td>2015</td>
<td>Soil type + PC1 + PC2 + PC7</td>
</tr>
</tbody>
</table>

Table 7.4 – Quality statistics of the SIC content BLMM modelled with above-zero values only

<table>
<thead>
<tr>
<th>Sampling depth</th>
<th>LCCC</th>
<th>Bias</th>
<th>Mean (SSPE)</th>
<th>Median (SSPE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3-0.5 m</td>
<td>0.25</td>
<td>-0.02</td>
<td>0.97</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Fig. 7.7 – Soil inorganic carbon content (%) in 2002 (left) and 2015 (right) for the 0.3-0.5 m sampling depth produced from a bivariate linear mixed model using above-zero values only

7.3.4. Inorganic carbon maps from mixture models

Upon combining the corresponding SIC presence maps (Fig. 7.6) and SIC content maps (Fig. 7.7) for each time point, mixture model maps were produced (Fig. 7.8). There are some slightly differing patterns in SIC content between the two time points, but the spatial trends are largely similar (Fig. 7.8). Land use visually appears to have little impact on the distribution of SIC, and the spatial patterns seem to be largely driven by soil type. These maps show that there is broadly a low to moderate amount (0.01-0.50%) of SIC found at 0.3-0.5 m depth on the alluvial floodplains west of the Lachlan River where most of the irrigated cotton production is situated. The locations southeast of the study area and east of the Lachlan River contain the largest accumulations of SIC at 0.3-0.5 m depth, with values typically greater than 0.75% (Fig. 7.8). The change map between 2002 and 2015 for the 0.3-0.5 m depth shows that SIC
content was predicted to have increased over time in some areas, and decreased over time in others (Fig. 7.9).

**Fig. 7.8** – Soil inorganic carbon content (%) for the 0.3-0.5 m depth produced from mixture models

**Fig. 7.9** – The change in soil inorganic carbon content (%) from 2002 to 2015 for the 0.3-0.5 m depth

7.3.5. **Statistical significance of change in inorganic carbon**

The mixture model maps for the two time points show some areas where there appears to be a change in SIC over time (Fig. 7.9). When the statistical significance of this change was investigated, it was apparent that only very small, isolated fragments were predicted to have experienced a statistically
significant change in SIC in the 13-year study period (Fig. 7.10). The area covered by the grey colour is where there was a predicted absence of SIC (Fig. 7.10).

Fig. 7.10 – Z-scores showing the statistical significance of the change in soil inorganic carbon from 2002 to 2015 for the 0.3-0.5 m depth

### 7.3.6. Inorganic carbon maps from difference of total carbon and organic carbon

The maps and results from the SOC content MLMM are shown and discussed in Chapter 6, and the quality of the model predictions from this was high, with an LCCC of 0.68 using LOSOCV. The results from the STC content MLMM were also quite good, with an LCCC of 0.55 using LOSOCV (Table 7.5). The covariates included in the final fitted STC content MLMM varied for each individual response variable, although land use, PC1, and PC2 were important predictors for three of the four response variables (Table 7.6). Despite the high quality of the individual SOC and STC content MLMMs, the SIC content map produced by the difference of these maps (STC – SOC) showed unusual spatial patterns (Fig. 7.11) that had little relation to the SIC content maps produced by mixture models (Fig. 7.8). Negative values of SIC content were also predicted in a significant portion of the study area using this approach (Fig. 7.11).
Table 7.5 – Quality statistics of the STC content MLMM using LOSOCV

<table>
<thead>
<tr>
<th>Sampling depth</th>
<th>LCCC</th>
<th>Bias</th>
<th>Mean (SSPE)</th>
<th>Median (SSPE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 &amp; 0.3-0.5 m</td>
<td>0.55</td>
<td>-0.01</td>
<td>1.04</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 7.6 – Included covariates in the final STC content MLMM

<table>
<thead>
<tr>
<th>Trend</th>
<th>Covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-0.1 m</td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td>2015</td>
</tr>
<tr>
<td>0.3-0.5 m</td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td>2015</td>
</tr>
</tbody>
</table>

Fig. 7.11 – Soil inorganic carbon content (%) for the 0.3-0.5 m depth produced from the difference between maps of soil total carbon and maps of soil organic carbon

7.4. Discussion

7.4.1. The dynamics of soil inorganic carbon in the study area

Due to the comparatively more reliable results of the mixture model approach, the maps produced from this method are used to discuss SIC dynamics in the study area in this section. Approximately half of the soils in the cotton-growing region of Hillston contain calcium carbonate at the 0.3-0.5 m depth increment, with the quantity of SIC ranging from 0.01% to 1.60% in these soil samples (Table 7.1). Similar quantities of SIC at comparable depths have been found in Vertosols under irrigated cotton...
production in northern NSW, Australia, where the SIC content ranged from 0.01% to 1.03% (Knowles and Singh 2003). In our study region, irrigated cotton production is primarily situated on the alluvial floodplains west of the Lachlan River, and the SIC maps produced show that there is a high correlation between these areas and the presence of SIC. This is likely because the clayey soils that are well-suited for cotton production naturally contain calcium carbonate. The lower hydraulic conductivity of these clayey soils typically results in slower leaching of carbonates out of the soil profile. The spatial distribution of the SIC presence maps were similar in both 2002 and 2015 (Fig. 7.6), and this is logical, as while the amount of inorganic carbon may change over time, it is less likely that a soil will completely lose all traces of carbonates.

In general, no change in SIC content was detected over the 13-year study period; apart from very small, isolated fragments that were predicted to have experienced either a statistically significant increase or decrease in SIC content (Fig. 7.10). Despite this, the standalone change map of SIC content (Fig. 7.9) indicated that some areas were predicted to have both increased and decreased in SIC content over time. These areas also coincided with the highest accumulations of SIC in the study area, and it is logical that the largest changes in SIC content occur here, as there is more carbonate to lose, and there is likely more to gain from depths above. The increases in SIC content in those areas may be due to migration and re-precipitation of carbonates from other depths within the soil profile, and the decreases may be due to the dissolution and leaching of carbonates to deeper soil layers. Data from paired-sites sampled in both 2002 and 2015 also showed a trend of a downwards movement of carbonates, where a slight mean decrease in SIC content was observed in the topsoil and a slight mean increase was observed in the subsoil (0.3-0.5 m) under both cotton and natural land uses (Fig. 7.3). This suggests that carbonate dissolution has occurred in the topsoil, and then re-precipitated in the subsoil during the study period. Similar trends have also been observed by other studies in irrigated regions (e.g. Khokhlova et al. 1997; Knowles and Singh 2003).

The impact of land use on the changes in SIC content observed in our study was not clear, and it is difficult to pinpoint the exact drivers of SIC change. The areas predicted to have undergone change in the standalone change map (Fig. 7.9) were covered by a mixture of cotton, dryland, natural, and the horticulture land uses, and the trend of the downward movement of carbonates at paired-sites was observed under both cotton and natural land uses (Fig. 7.3). Literature and field studies likewise often come to conflicting conclusions as to the influence of agricultural management and irrigation on SIC dynamics (Suarez 2006). Net decreases in calcium carbonate content in soils irrigated for four decades
as compared to non-irrigated sites have been found by a study in Israel (Magaritz and Amiel 1981), and similar results have been found in California, where a net loss in carbonates due to irrigation was observed over an 8-year period (Amundson and Smith 1988). In contrast, studies have observed no changes in net inorganic carbon storage after 90 years of irrigation (Suarez 1998). A more comparable study in an irrigated cotton-growing region by Knowles and Singh (2003) also found little difference in SIC content to 0.9 m in Vertisols after 20 years of irrigation compared with a site under remnant native vegetation. The results from our study suggest that the observed change in SIC content is not solely driven by land management, and it is more likely to be climatically-driven. It is possible that the sequential years of high rainfall received in Hillston from 2010 to 2012 has had some influence SIC contents.

Overall, the data from individual paired-sites that contained SIC measured at both time points showed that the majority of sites had experienced little change in SIC content over time (Fig. 7.2). Despite this, the change at certain sites ranged from a SIC content loss of 0.69% up to a gain of 1.19%, although these values could likely be influenced by the highly spatially variable nature of SIC, and not solely due to actual losses or gains of SIC content in those soils. The detection of actual changes in SIC content over time is further complicated in areas under flood-irrigated cotton production (about two thirds of the total area under cotton production in Hillston), due to the required implementation of landforming practices. Cut-and-fill operations move topsoil from one part of a field to another, to achieve a smooth gradient to allow water flow, and this consequently exposes subsoil to the surface, which alters the apparent depth of calcium carbonate (Cay and Cattle 2005).

This study detected some changes in SIC content over time, but very small amounts of this were considered to be statistically significant. While the driving factors of this change were not clear, it was apparent that the shifts in SIC content were more likely driven by climatic fluctuations than human activity. Our study focuses on the 0.3-0.5 m sampling depth, but future work could examine deeper layers of the soil profile, as there are typically larger accumulations of SIC. It would also be beneficial to analyse multiple sampling depths in conjunction, to determine whether there has been a migration of SIC down the profile across the study area.
7.4.2. Modelling approaches

7.4.2.1. Mixture models

The soil inorganic carbon content maps produced from the mixture models gave realistic spatio-temporal patterns for the study area. While studies have spatially modelled SIC at a range of scales, from farm (Miklos et al. 2010), to whole countries (Marchant et al. 2015), there are no published studies that have used mixture models to map SIC, with most opting for more traditional methods of digital soil mapping (DSM). Despite this, mixture models have been used in other fields of environmental science where the datasets were skewed and zero-inflated. Examples include a study that modelled the depth and duration of soil heating during fire (Stoof et al. 2011), and a study that modelled the flow of streams (Van Ogtrop et al. 2011).

There are some quite contrasting spatial patterns of SIC from the Random Forest SIC presence maps (Fig. 7.5) and the BLMM SIC content maps (Fig. 7.6). The SIC content maps show that the highest predictions of SIC are at locations where SIC was predicted to be absent by the SIC presence model. These erroneous predictions are most likely due to the removal of samples from these locations for modelling, as they contained no SIC. The SIC content model is thus extrapolating very high values in these areas where there are no representative samples included in the model. While this may appear to be a significant flaw, this ultimately does not affect our final maps, as these areas were predicted to contain no SIC and are dealt with in the mixture modelling process. If the SIC content maps were not combined with the corresponding SIC presence maps, the results would be considerably biased and incorrect.

In our study, the quality of the RF model of SIC presence was high, whereas the BLMM of SIC content was lower. The poor quality of the SIC content BLMM could be due to a number of reasons, such as the inherent high spatial variability of SIC content or the reduced size of the training dataset (as most samples with zero values were removed). In addition to this, the skewed nature of the dataset (even with zero values removed) is a likely limitation. One way to overcome these limitations is to use machine learning approaches like RF to model/map SIC content rather than the BLMM we used, as these do not require a normal distribution of data and can deal with zero-inflated datasets. However, a major pitfall of using machine learning approaches in spatio-temporal monitoring studies is that there is a lack of a spatial component (variogram), and the correlation of the response variables at co-located sites is ignored. While RF models were used to predict the presence of SIC in this study, this was deemed acceptable as whether a soil contains or does not contain carbonates is expected to remain relatively
constant over a 13-year time period. In contrast, it could be expected that the quantity of SIC at a location could fluctuate over time. Simply including the year the sample was collected as a covariate in a RF model, as was done with the SIC presence models, will not appropriately deal with the changes in SIC content at a location over time, as some sites would have experienced an increase in SIC, and others a decrease, but the mean may remain the same. For these reasons, it was decided that a BLMM was more appropriate to model SIC content in space and time.

There are examples of studies in the literature that have modelled/mapped SIC with datasets that contain zero values (Marchant et al. 2015; Sreenivas et al. 2016), and others that contain no zero values (Yang et al. 2010). While some of these studies have dealt with the challenges of modelling SIC suitably, others have not done so. In the study by Yang et al. (2010), it is unclear whether all zero values of SIC have been removed, or whether each sample in the dataset contained some amount of SIC, although this is unlikely due to the large size of the study region (~2,000,000 km$^2$). If the zero values of SIC were removed from the dataset, the results of the study would have been heavily biased and compromised, and is comparable to simply using the SIC maps from Fig. 7.7 in our study as the final result. Some studies have also used soil test databases or similar arbitrarily-collected soil data to model and map SIC (Guo et al. 2006; Marchant et al. 2015), but caution must be taken when using these datasets. As SIC content is only measured if a sample is suspected of containing some amount of carbonates, there may be insufficient samples in these datasets that are known to contain no SIC. Marchant et al. (2015) used a large database of soil test results to model and map SIC, and overcame this particular issue by assigning any sample that had a pH less than 6.5 a zero value for SIC. It is essential that studies do not disregard samples that do not contain any SIC during the modelling process, as this can create significant amounts of bias and ultimately result in SIC maps that are not truly representative.

Regardless if zero values are present or not, SIC datasets are still typically highly skewed, and studies have dealt with this in various ways. As the dataset used to create the SIC content BLMM in our study was still skewed after the removal of most zero values, we applied a log-normal transformation. Similarly, Marchant et al. (2015) deemed that their SIC dataset was highly skewed and did not conform to standard statistical models and thus they normalised SIC observations by the rank order transform before using a linear mixed model on the transformed properties. In contrast, Sreenivas et al. (2016) judged that statistical transformation was not required as Random Forest models were used to model SIC, and it is commonly accepted that these do not depend on data distribution.
Overall, the use of mixture models to model and map SIC content in this study was a success, and this shows promise for using this approach to model SIC in other study regions, or to model similarly distributed soil properties, such as soil contaminants. The mixture model approach is easy to adopt, and would not be difficult to incorporate into future studies. The approach that researchers select to model SIC is largely dependent on the statistical distribution of the dataset, but our study suggests that using mixture models is advantageous where the dataset is both zero-inflated and highly-skewed.

7.4.2.2. SIC difference from STC and SOC maps

Most studies that map SIC content calculate the difference between STC and SOC content to determine SIC content at the observation point (e.g. soil sample), and then model this to create a SIC content map of a study region. However, because of the zero-inflated and highly-skewed nature of the SIC content dataset, it was not possible to effectively model this using more traditional DSM approaches directly in our study. Instead, we have separately modelled STC and SOC content, and then used the maps of STC and SOC content to calculate SIC content across the study area. It was clear that the results from this approach possessed many limitations. Unlike the mixture model approach, it was very difficult to identify soils that contain no SIC with this method. While those parts of the study area that contain no SIC would have the same SOC and STC contents, the separate modelling processes will not always predict the exact same values in these areas. As a result, when the SOC content map is taken away from the STC content map, areas that truly contain no SIC will likely be predicted to have negative or positive values.

It is also apparent that modelling soil total carbon is somewhat illogical and contradictory. While STC is the sum of organic and inorganic carbon of a soil, these two components of carbon are very different in several aspects. The way that SOC and SIC form is different, and often antagonistic, for example areas of high rainfall generally have high SOC and low SIC contents, while areas of low rainfall generally have low SOC and high SIC content. The relationship that SOC and SIC have with the spatial covariates used for modelling (terrain attributes, gamma radiometrics, soil type and land use) would also differ considerably, and thus modelling these together could be deemed negligent.

7.5. Conclusions and future directions

Mixture models were used to successfully model and map soil inorganic carbon at the 0.3-0.5 m depth in a semi-arid cotton-growing region in south-west NSW, Australia. In contrast, modelling and mapping SIC content by taking the difference of STC content and SOC content maps produced from MLMMs was unsuccessful and possessed many limitations. The results from this study suggests that mixture models
should be adopted for modelling SIC content in space and time, rather than using more traditional
digital soil mapping techniques, particularly when datasets are highly-skewed and zero-inflated. This
approach could also be utilised to model other variables that are similarly distributed, such as soil
contaminants. The study found that there was generally no statistically significant change in SIC content
from 2002 to 2015 in the 0.3-0.5 m depth, although increases and decrease in SIC content were
observed at some paired-sites sampled in both surveys in the upper 0.5 m of the soil profile. Land use
and management did not seem to have a clear impact on these shifts in SIC content, and it appeared
that the increased water percolation by heavy rainfall experienced during 2010-2012 was a more likely
reason for these changes. The high spatial variability of SIC content was identified as an important
limitation in the detection of statistically significant changes. Future research should focus on
monitoring spatio-temporal aspects of SIC deeper in the subsoil in the study area, as it is known that
there are larger accumulations at depth. In addition to this, multiple sampling depths should be
analysed in conjunction to determine whether there has been a migration and redistribution of SIC
down the soil profile.
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Chapter 8

8. Concluding remarks
8.1. Overview

In this thesis, the status and changes of various important soil properties – pH, electrical conductivity (EC), exchangeable sodium percentage (ESP), soil inorganic carbon (SIC) content, and soil organic carbon (SOC) content – were monitored, modelled, and mapped in the semi-arid irrigated cotton-growing district of Hillston in the lower Lachlan River valley catchment in south-west, NSW, Australia. The primary aim of this body of work was to assess the impact that different land uses and recent fluctuations in rainfall patterns have had on soil condition to 1.5 m depth from 2002 to 2015. Another aim of this work was to utilise statistical modelling approaches that are advantageous for soil monitoring purposes, and that allow greater sensitivity in predicting a statistically significant change in soil properties over time. Visible near infrared (VisNIR) spectroscopy was used in combination with available soil data to predict difficult-to-measure soil properties to fill in the gaps of the comprehensive soil datasets. Rather than discussing the conclusions of each research chapter in isolation, the original aims identified in Chapter 1 will be addressed:

1. To explore the status and change of multiple soil properties over a 13-year period in a semi-arid irrigated cotton-growing region using legacy and newly-collected soil survey data

   a. What is the status of soil condition at Hillston?

There are a number of soil constraints to agricultural production in the semi-arid region of Hillston, although most of these are inherent characteristics of the study region. Sodicity could be considered the biggest soil constraint, with most of the upper soil profile found to be marginally-sodic to sodic (0-0.5 m), and the majority of the lower soil profile (0.5-1.5 m) considered to be highly sodic. The very high ESP values found in the subsoil would likely constrain the rooting depth of crops, and soil structural integrity could be compromised under the application of clean irrigation water, and during rainfall events. The next major constraint is the high degree of alkalinity found in soil across much of the study area. The subsoil was found to possess particularly high pH levels, which could significantly impact the availability of certain nutrients for crops. Soil salinity is generally perceived to be one of the major soil constraints in semi-arid regions, but this was found not to be the case in the Hillston district. Despite this, higher salinity in the deeper subsoil found at some locations could have a potentially negative impact on crop growth. Soil organic carbon contents of the Hillston district were found to be very low in both the topsoil (0-0.1 m) and subsoil (0.3-0.5 m), although this is common for semi-arid and arid regions. Semi-arid areas are often characterised by possessing appreciable soil inorganic carbon, and about half of the soils in the study area contained some amount of SIC in the 0.3-0.5 m sampling depth. While it was not
Chapter 8 – Concluding remarks

quantified, SIC was observed to be more widespread and abundant in the deeper layers (0.5-1.5 m) of the subsoil. The Vertosols (Grey, Brown and Red) of the alluvial floodplains typically possessed higher alkalinity, sodicity, salinity and a greater amount of carbonates than the non-Vertosols in the study region.

b. Has soil condition changed at the various sampling depths to 1.5 m since the original 2002 survey?

After the analysis and spatio-temporal modelling of the soil property data from the comprehensive 2002 and 2015 surveys, it was apparent that several aspects of the soil had changed in the cotton-growing district of Hillston during the 13-year period, although soil at many specific locations went unchanged. Most soil monitoring studies solely focus on the topsoil due to the difficulty of sampling soil at depth, and there is a general perception that the subsoil is more resistant to change. Despite this, some of the most substantial changes in soil properties during the study period occurred in the subsoil. While different parts of the study area often experienced contrasting, or various degrees of change, there were a few broad temporal trends. An overall acidification trend through time was observed throughout the profile in many soils at Hillston, with this trend being more widespread and significant in the deeper layers of the subsoil. The non-Vertosols generally underwent a greater amount of acidification compared to the Vertosols, likely due to an intrinsically lower pH buffering capacity. Trends of both decreasing and increasing soil salinity throughout the profile were observed in parts of the study area. The largest and most widespread changes in salinity occurred in the deeper subsoil layers, as well as at the surface soil layers. A trend of increasing soil sodicity through time was observed in both the topsoil and subsoil in several isolated sections of the study region. No considerable change in subsoil (0.3-0.5 m) SOC content was observed, but topsoil (0-0.1 m) maps of SOC content revealed that some areas had experienced a statistically significant increase. Only the 0.3-0.5 m sampling depth was thoroughly analysed for SIC, and there seemed to be no clear trend in temporal change of SIC content over the study period, but there was some evidence of both increases and decreases at certain locations.

c. How have different land uses and land management impacted the change in soil properties?

It was apparent that land use change and agricultural management practices were of considerable importance in driving changes in the various soil properties during the study period, although the relative importance of these was not always clear. Irrigated cotton production is considered to be an
intensive land use, and while this land use was observed to have had an impact on changing soil condition at Hillston, it was apparent that this was not always negative. The driving factors of the observed acidification trend were not distinct, although this was determined to at least partly be due to agricultural management practices. It is likely that the use of acidifying fertilisers commonly applied in areas under cotton production could have contributed to this decline in soil pH, as well as the displacement of basic cations through leaching or removal in the harvesting of plant biomass.

The observed shifts in soil salinity were perhaps the clearest influence of land management on changes in soil condition. Most areas under the natural land use underwent insignificant changes in salinity over time at the various sampling depths. Overall, a trend of a decrease in soil salinity throughout the profile was observed in areas under irrigated cotton production, with this attributed to the leaching of salts out of the profile through continuous irrigation, and the use of higher quality water. In contrast, several irrigated horticultural farms experienced an increase in soil EC at various sampling depths, with this linked to the continual use of salt-containing fertilisers, as well as the addition of salt through irrigation water. These salinity fluctuations in soils under irrigated agriculture is logical, as considerably larger amounts of water percolates through the soil in these land uses compared to non-irrigated land uses (Table 3.1). Although the quality of irrigation water was not quantified, anecdotal evidence from farmers in Hillston suggests that the quality of water used for irrigation in horticultural production is lower than that used for cotton. Overall, the results indicated that irrigation water quality and quantity applied during the study period had a distinct impact on the trajectory and direction of changes in soil salinity. The impact of land use on changes in soil ESP was less clear than that of EC, although most of the statistically significant increases in ESP occurred in areas under irrigated cotton and irrigated horticultural production. This suggests that these irrigated land uses are encouraging sodium ions to displace ions such as calcium and magnesium at exchange sites on clay particles, which is likely driven by the continual addition of sodium to the soil through irrigation or fertilisation.

Some studies have highlighted the potential for irrigated agriculture to encourage SOC accumulation in semi-arid regions, which is believed to be driven by the increased amounts of plant biomass that enters the soil compared to natural levels. Despite this, irrigated cotton production did not increase SOC content from natural levels, and small, isolated areas under irrigated cotton production were predicted to have undergone a statistically significant decrease in SOC content from 2002 to 2015. This trend is likely due to the required continuous cultivation of soil in areas under irrigated cotton production, which would counteract the positive impacts of increased plant biomass entering the soil.
While it is generally believed that irrigation decreases carbonate levels in soil, land use and management did not seem to have a clear impact on these observed shifts in SIC content, and these changes appeared to be more climatically-driven.

**d. How has fluctuating rainfall patterns influenced the change in soil properties?**

It is well known that land management can influence soil change over relatively short periods, but there is much more uncertainty as to how an increasingly variable climate could influence this. Nevertheless, as evidenced from co-located natural sites, the fluctuating patterns of rainfall received at Hillston during the study period appeared to have a considerable effect on several soil properties. It is important to highlight that the rainfall patterns experienced during the study period at Hillston, were not slightly divergent from the average; they were the most contrasting that Hillston had experienced for more than a century. Since the rainfall records began at Hillston in 1881, the driest period ever recorded was the 2002 to 2009 drought, and the wettest were the years from 2010 to 2012. Consequently, it is understandable that these extreme climatic events have had a significant impact on changing several important soil properties during the study period. With the benefit of hindsight, an additional soil sampling campaign at the end of 2009 would have been very useful for the evaluation of the effects of this prolonged drought on soil condition.

While it appeared that land management encouraged the acidification of soil to some degree, the fluctuating rainfall patterns seemed to be a greater influence on this. The deeper subsoil layers (0.5-1.5 m) in the Hillston region are characterised by large accumulations of carbonates, and upon significant wetting and leaching, there is potential for the dissolution of these carbonates, which ultimately results in a decline in soil pH. It is believed that the three very wet years experienced in Hillston from 2010 to 2012 encouraged this, rather than land management, as areas under irrigated agriculture did not appear to undergo significant acidification in these subsoil layers. This is likely because carbonates have undergone some amount of dissolution when irrigation practices were introduced in preceding years, whereas areas under non-irrigated land uses have only recently been exposed to large amounts of water percolating through the soil. Only the upper 0.5 m of the soil profile was analysed for SIC content, so this hypothesis could not be tested. While there were minimal statistically significant changes in SIC content between 0.3 and 0.5 m depth observed, there were some observations of increases and decreases of SIC content at certain locations, and there appeared to be little influence of land management on this. Additionally, natural paired-sites sampled in both 2002 and 2015 in the upper 0.5 m showed a trend of a slight decrease in SIC content in the topsoil, and a slight
increase in the subsoil, which suggests that the large amounts of rainfall received from 2010 to 2012 has encouraged the dissolution of carbonates in the topsoil, and then re-precipitation in the subsoil.

The parts of the study area that underwent statistically significant increases of SOC content in the topsoil were covered by several land uses, and these increases appeared to be more climatically-driven. This was primarily attributed to the three consecutive years of heavy rainfall received in the study area from 2010 to 2012, and it is known that rainfall and SOC content have a strong positive correlation. It was also acknowledged that the particular parts of the study area that experienced an increase had relatively low SOC contents in the 2002 survey, and because the area is starting off at a lower base SOC level, there is greater potential for this to increase when stimulating factors such as rainfall increase. An impact of fluctuating rainfall patterns on soil salinity and sodicity was not evident, as the changes in these properties seemed to be more clearly driven by land management.

e. Is any detected change in soil properties desirable or undesirable? Has soil condition improved or declined?

Overall, the temporal trends of the different soil properties observed from 2002 to 2015 in the Hillston region can be considered positive in some aspects, and negative in others. Although acidification of soil is generally perceived as an undesirable process, this is not necessarily the case in this situation, due to the high levels of inherent alkalinity of the soils in the study region. The increases in salinity under irrigated horticulture are not necessarily a concern for agriculture, as the largest changes occurred deep in the subsoil, which would have less of an impact on plant productivity. Perhaps the most concerning trend is the decreasing EC and increasing ESP at some locations under irrigated agriculture. The relative values of sodicity and salinity are crucial in determining soil structural integrity during irrigation and rainfall events, and the changes observed in this study could lead to heightened waterlogging issues and losses in plant productivity. The statistically significant increase in SOC content in parts of the study area is considered to be a positive change in soil condition. Overall, it could be inferred from these observed trends that soil condition in the Hillston district has marginally improved from an agricultural viewpoint since the 2002 survey.
2. To use bivariate linear mixed models (BLMMs) and multivariate linear mixed models (MLMMs) to monitor, model and map soil properties in space and time using co-located soil data

   a. Can these models be used to accurately predict different soil properties in space and time?

The use of BLMMs and MLMMs generally resulted in accurate predictions for the various soil properties when tested with leave-one-site-out cross-validation (LOSOCV). While the accuracy of predictions is very important, it is also important that the prediction variances of the model represent the actual errors. To test this, the mean and median standardised squared prediction errors (SSPE) of the fitted models should be close to the values of 1.0 and 0.455, respectively. The various final models generally reflected these values well, and this indicates that even in situations where the models do not predict with high accuracy, we know that the estimates of the uncertainty are quite good, meaning that they can be used with an appropriate level of caution. For example, rather than relying on examining the change in the predicted values, we also used formal hypothesis testing, which incorporates the prediction uncertainty.

   b. How does the inclusion of temporal correlation improve soil maps?

Bivariate linear mixed models (BLMMs) were used to model two response variables (one soil property, at one depth, at two time points) for soil pH, EC, ESP and SIC content. In this approach, the temporal correlation with co-located samples extracted from the same site at the two time points is used, which is particularly useful when one survey possesses less samples than the other. This approach resulted in maps that displayed a logical connection through time, as the spatial patterns of the maps are influenced by samples from the corresponding time point. A simple example of this was demonstrated in Chapter 5, where BLMMs had clear advantages of modelling topsoil EC compared to using two separate univariate linear mixed models.

   c. How does the inclusion of both temporal and vertical spatial correlation improve soil maps?

For SOC and STC content, multivariate linear mixed models (MLMMs) were used to model four response variables (one soil property, at two depths, at two time points). In this approach the correlation through time was utilised, as described above, but vertical correlation between two different sampling depths (0-0.1, 0.3-0.5 m) was also included. In this MLMM approach, the same advantages of the BLMM approach are included, but there is also the advantage of a logical connection between the different sampling depths, which is especially advantageous when one sampling depth has more samples than the other.
Having one model for multiple depths creates soil maps that pedologically make sense, as information from depths above and below the depth of interest are utilised.

**d. Are these approaches advantageous in detecting statistically significant temporal changes in soil properties?**

Another advantage of using BLMMs and MLMMs to monitor the change in soil properties is that the covariance between different response variables is calculated. This covariance term is then used to calculate the contrast variance, which is subsequently used to analyse the statistical significance of any observed changes in soil properties over time. Including the covariance in these calculations ultimately leads to greater sensitivity in detecting statistically significant change, and thus provides a more realistic representation of actual changes in soil condition. The statistical significance of any changes detected by monitoring studies is rarely shown, and most studies simply show standalone change maps, but this can lead to substantial misinterpretation about the changes that have actually occurred in soil condition. In this study, statistically significant changes in several soil properties were detected. In soil monitoring studies where a test statistic has been performed, often no statistically significant change in soil properties is detected, which could be due to an insufficient amount of soil data, but is also likely because the cross-correlation is not modelled and the covariance term is not included.

**3. To use visible near infrared (VisNIR) spectroscopy in combination with traditional laboratory methods to predict properties**

The use of VisNIR spectra and Cubist models to predict soil properties (ESP, SOC content and SIC content) was an overall success. Not only did this show promise for using VisNIR to analyse difficult-to-measure soil properties in the future, but it was also a rapid and cost-effective method of filling the gaps in the comprehensive 2002 and 2015 soil survey datasets where time and cost was a limiting factor.

**a. How accurately can soil exchangeable sodium percentage be predicted using these spectroscopic techniques?**

Despite other studies publishing typically poor predictions of soil ESP with spectroscopic techniques, ESP could be predicted with high accuracy (LCCC 0.79 independently-validated) in this study. The high quality predictions of ESP were attributed to several factors, such as the large and comprehensive dataset of the study area, the resampling of the same sites, and the relationship with different levels of ESP and the colour of different soil types in the study region.
b. How does the inclusion of readily-available, ancillary, laboratory-measured soil data such as soil total carbon content and pH improve the prediction of soil organic and inorganic carbon content?

When carbonates are present in soil, the determination of SOC content by traditional laboratory approaches such as the combustion method is much more challenging. Likewise, SIC content itself is laborious to analyse by traditional laboratory methods. For these reasons, spectroscopic techniques were used to predict both SOC and SIC content of a portion of samples within the 2002 and 2015 datasets. The results showed that both SOC and SIC content could be accurately predicted, although SOC content was predicted to a higher accuracy than SIC content. Soil pH and soil total carbon (STC) content data were also included as predictor variables with the VisNIR spectra, as this was available for all samples, and it is known that these properties can be highly correlated with both SOC and SIC content. There were significant advantages of including this ancillary soil data with VisNIR spectra. Predictions with VisNIR spectra only, and VisNIR, pH and STC content on the validation datasets improved from 0.81 to 0.94 LCCC for SOC content, and 0.35 LCCC to 0.83 LCCC for SIC content, respectively.

4. To determine/develop a spatio-temporal modelling/mapping technique that can sufficiently deal with the zero-inflated and highly-skewed datasets of soil inorganic carbon (SIC) content

a. Can the ‘mixture model’ approach be used to do this?

The mixture model approach involved initially modelling the presence or absence of SIC in the study area with a Random Forest model, and then separately modelling SIC content with a BLMM using values from the dataset that are greater than zero only. The presence or absence of SIC in the study area could be predicted with high accuracy, but the accuracy of predicting SIC content was relatively poor, which was attributed to the high spatial variability of SIC content. When the corresponding maps from these approaches were combined, it was apparent that the final maps of SIC content produced by mixture models had a logical spatial pattern that could likely not be achieved by other modelling methods. There are no published studies that have used this described approach to model SIC content, but the use of this mixture model approach to map SIC content was deemed a success.
b. Can maps of SIC content accurately be created by taking the difference of soil total carbon and soil organic carbon content maps?

Soil total carbon (STC) and SOC content data can easily be appropriated to suit the requirements of statistical modelling approaches, and thus MLMMs were used to separately model this data. The maps of these soil properties were then used to calculate the SIC content (STC – SOC content) across the study area. It was clear from the results that this approach possessed many limitations, and unlike the mixture model approach, it was very difficult to predict soils that contain no SIC with this method. While those parts of the study area that contain no SIC would have the same SOC and STC contents, the separate modelling processes rarely predicted the same values in these areas. As a result, when the SOC content map is taken away from the STC content map, areas that truly contain no SIC were predicted to be either negative or positive values. In addition, it is apparent that modelling STC content is somewhat illogical. While STC is the sum of SOC and SIC, these two components of carbon are very different in many aspects. The processes of SOC and SIC formation are very different, and the relationship that SOC and SIC have with the spatial covariates used for modelling also differs considerably.

8.2. Future research questions

8.2.1. Monitoring temporal changes in soil

Some interesting shifts in soil condition were observed between 2002 and 2015, and these results have led to other possible avenues of research to conduct in the future for both Hillston, and other study areas. While the soil under cotton land use has been extensively studied in the more traditional cotton-growing regions in northern NSW and southern QLD, there has been little work in the growing regions of southern NSW. Nevertheless, this is the only comprehensive study that has monitored a suite of important soil properties throughout the profile in any of the cotton-growing regions of Australia. The soils of northern and southern NSW are quite different due to differences in up-catchment geology, and the results from this thesis show that there is considerable benefit of monitoring of a suite of important soil properties in these areas.

While the observed acidification trend was deemed to be generally beneficial due to the inherently high soil pH levels, any further changes in the future should be monitored, particularly in those soils with a lower pH buffering capacity, such as the non-Vertosols and Red Vertosols. This acidification was primarily attributed to the dissolution of carbonates, but this was not quantified in the deeper subsoil layers due to time constraints. The very high pH levels in the subsoil indicate that not only calcium carbonate, but also sodium carbonate is present in these soils. Sodium carbonates are
much more soluble than calcium carbonate, and it is likely the dissolution of these materials is the cause of the observed decrease in pH in the subsoil. Future work should analyse archived soil samples from the 2002 and 2015 surveys to quantify the amounts of these different carbonate materials to determine if there has been any changes over time. This should then be linked back to the observed temporal shifts in soil pH, which will ultimately provide greater insight as to the possible causes of any observed changes.

It was determined that land management, and in particular the quality and quantity of irrigation water applied during the study period had an important influence on the dynamics of soil salinity. Despite this, the available information regarding irrigation water quality and quantity applied by each irrigated farm was quite general, and it would be invaluable to collect more detailed information in any future studies to better understand the impact that contrasting irrigation management has on the status and change of soil salinity. An interesting trend was that areas under irrigated horticulture, particularly almond farms, showed increases in soil salinity over time throughout much of the soil profile. The area under irrigated almonds is expanding at Hillston, and further monitoring of soil under this land use should be performed to better understand the possible reasons for these observed increases. While most of the significant changes in salinity occurred in the subsoil, it was apparent that land management still had an impact on increasing this in the topsoil, and monitoring of salinity should be continued to ensure that salinity constraints to plant productivity do not develop in the future.

It was apparent that soil sodicity is the most limiting soil constraint at Hillston, and almost the whole study area was deemed to be sodic in the subsoil. The observed trend of increasing sodicity raises concern, as methods of amelioration for subsoil sodicity are typically costly and ineffective. The research in this thesis was carried out at a relatively broad scale, and more intensive finer-scale research on soil sodicity at Hillston would be beneficial in better understanding the drivers of this increasing sodification of soil. Cotton growers in the Hillston district are becoming more aware of the constraints of soil sodicity on crop growth, and future work should be carried out to help these growers implement management practices that minimise the impact of sodicity, as well as prevent further sodification of soil.

Soil organic carbon levels at Hillston are very low, but this suggests there is potential for significant accumulation of SOC. An interesting finding in this thesis was the statistically significant increase in SOC content that was deemed to be a consequence of the high amounts of rainfall received from 2010 to 2012. It would be interesting to analyse if other arid or semi-arid landscapes that have experienced a similar period of high rainfall have undergone any changes in SOC content over time. The
results from this thesis suggested that irrigated cotton production had a relatively negative impact on SOC content, and this is likely due to the continual cultivation of soil under this land use. In areas under irrigated cotton production, significantly higher amounts of plant biomass enter the soil, and it is hypothesised that if growers were able to adopt minimum or no-till cultivation practices, considerable amounts of SOC would be able to be accumulated under this land use. This theory should be tested in the field to determine if cultivation is in fact the reason for this lack of SOC accumulation, which could lead to an adaptation of management practices.

While the subsoil is generally perceived to be more resistant to change, the results from this thesis show that soil condition can significantly change in the subsoil over a relatively short time period of 13 years. There is a general lack of studies that monitor the subsoil condition of soil properties, and it is clear that more understanding on this is required, particularly as subsoil constraints are often the most limiting in agricultural areas. It is probable that important trends in soil change are overlooked when only the topsoil is focused upon.

There has been interest surrounding the impact that a warming climate and fluctuating rainfall patterns have on soil condition, however, the majority of this attention has been on topsoil SOC. The results from this thesis suggest that highly fluctuating rainfall patterns also have the potential to alter a suite of important soil properties, such as pH, EC, ESP, and SIC content. While this thesis focused on a semi-arid area in eastern Australia, future work should consider analysing the impacts of extremely dry and/or wet periods on soil properties in a range of other landscapes.

**8.2.2. Spatio-temporal modelling**

The mixture model approach used for modelling SIC was deemed successful, suggesting that this approach should be adopted by other studies where SIC content is modelled across a study region. In the future, SIC content should be modelled in the deeper subsoil layers, as there are generally much larger accumulations of carbonates and less spatial variability at these depths, which would likely lead to fewer challenges in the modelling process. In addition, this mixture model approach could be used to model other environmental variables that are typically difficult to model due to their statistical distributions, such as soil contaminants.

Overall, there were many clear benefits of using bivariate and multivariate linear mixed models to model soil properties in space and time. These approaches are rarely considered by researchers to utilise the correlation between response variables to monitor soil properties, with most opting for
univariate approaches. While soil information at two time points was used in this thesis, future studies could consider incorporating more time points into these models, as this would likely lead to improved predictions. Likewise, numerous sampling depths could be simultaneously modelled with this approach, which would consequently result in soil maps that have a stronger relationship throughout the profile. The inclusion of vertical spatial correlation resulted in highly accurate predictions of SOC content from the MLMM, however, SOC accumulates at the surface, and there is likely more benefit to gain from this approach when modelling soil properties that are more uniform throughout the soil profile, such as pH or texture. The values at different depths of these more uniform properties likely have a stronger relationship with each other, and MLMMs could take advantage of this.

While there is potential in the future to increase the size and complexity of MLMMs by including more response variables to take advantage of the correlation between different co-located soil information, there are some significant limitations to this approach. The most notable is the amount of time and computing power required to create these models, which is a serious challenge in their widespread adoption. There should be increased focus on streamlining this approach in the future, which may increase their adoption to use as a tool to model and monitor soil properties in space and time.

The soil maps were created on a 100 m grid and predicted on point support, but there may be advantages of predicting on a block support. Predicting on a block support results in smaller prediction variances and more statistical power for hypothesis testing, which would be beneficial for monitoring studies. Very few studies implement this, but given these advantages, it would seem wise to consider the correct prediction support of maps of soil change, especially as predictions on block supports are probably more useful for guiding management decisions. For example, a grower may be more interested in the average change in their fields, rather than a point on a 100 m grid.

In the soil modelling/mapping approaches, the laboratory-measured and the spectroscopic-predicted values of soil properties were treated as equal. It would be logical to give greater weighting to the laboratory measured data as it is a more accurate representation of actual soil properties. The different uncertainty in the measurement sources could be treated more formally in the spatial modelling, and should be considered in future work.
8.2.3. VisNIR predictions of soil properties

The advantages of including soil pH and STC data as predictor variables in conjunction with VisNIR spectra in Cubist models to predict SOC and SIC content were clear. While STC is often unavailable, soil pH data is usually easily accessible, as it is rapidly and inexpensively measured by traditional laboratory methods. Soil pH is also often correlated with other soil attributes, which suggests that this could be incorporated with spectra to predict other soil properties in the future. This also opens the discussion as to the possible benefits of combining other easily-measured and readily available soil data with VisNIR spectra to predict different soil properties, as there are many soil properties that are highly correlated with each other. For example, soil electrical conductivity (EC) is easily measured by traditional laboratory methods and hence this data is often available. It is known that EC is well correlated with other soil properties that are typically laborious to measure, such as particle size, and cation exchange capacity. Future research should focus on including other readily-available ancillary soil data with spectra to improve the quality of soil spectroscopic predictions.

8.3. Closing statements

To conclude, soil data from traditional laboratory and spectroscopic methods were used with bivariate and multivariate linear mixed models to predict the change in multiple soil properties at various depth increments to 1.5 m in the semi-arid district of Hillston in south-west NSW. While large parts of the study area did not undergo changes from the 2002 to the 2015 soil survey, a temporal change was detected for several of the soil properties monitored. Overall, there was a general soil acidification trend, both increases and decreases in salinity, increases in sodicity, and increases in SOC content, and it was clear that both land management and fluctuating rainfall patterns influenced these changes. Future soil monitoring studies should consider the approaches used and developed in this thesis.
Fig. A1 – Visible near infrared (VisNIR) spectra of all archived soil samples (n = 1291) from the 2002 (n = 385) and 2015 (n = 906) soil surveys.