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8 Physical cues for growth and reproduction 
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Amongst other fundamental properties, the protoplasm of 
plants is endowed with that of irritability, a certain sen-
sitiveness, that is, to the influence of external agents. 
/Sydney Howard Vines, uaura on IM Pltyiiology ef Plants, 1886) 

On the one hand, the farmer is concerned with the living 
plant; on the other, with that complex set of factors we call 
the environment ... A plant, like an animal, is a sensitive liv-
ing thing. Plants make responses to their environment [which] 
. . . may be expressed in tons of leaves and stems, in tons of 
roots, in pounds of seed or grain, in barrels of fruit, or in per 
cent of sugar, or starch, or acid ... First, we must understand 
something of the structure and functions of the plant. Second, 
we must have a knowledge of the various factors of the envi-
ronment. And, third, we must know the manner in which the 
plant behaves under a given set of conditions. This is a big 
order. It is asking much. 
{Wi/fotd W RobiN, Primipla of plan I grow/Ir, t 927) 

Adaptation of a eemperale plant, peach, to cn>ppiag in lhe su~ciopies. 
This variety, Flordaldng, haJ been bred with reduced dormancy which con-
fen • 'low chill' requlremenl. This allows die reproductive cycle to proceed 
at l~atudes (29°S in this instance) where wincers are insufficiently cold to 
break lhe deeper dormancy of normal 'high chill' varieties. Developing 
llowen were Hcised &om within lhe protective bud scales over a period 
f:rom early autumn (March, left) 10 mid-winter (July, right) and show con-
tinued daw growth dvoughour (? see Colour Plate xx) 
(Photogrnplt courtay JJ Uoyd anti C. C. N. Turnl>u/I) 

8.3 Reproduction 
8.3.1 A time to flower 
8.3.2 The processes of Bora! induction and initia-

tion 
8.4 Photoreceptors and light cues 
Further reading 



Introduction 

Probably since the beginning of civilisation, humans have 
observed that plants are seasonal organisms. Whether crop 
plant or native species, annual or perennial, herbaceous or 
woody, the most obvious manifestation is in time of flower-
ing. The connection of periodic flowering - and sub-
sequently fruit and seed development - with seasonal cli-
mates has also been surmised for centuries, but we now know 
which environmenttl factors are largely responsible for regu-
lating time of Bowering. In this chapter, we focus on the most 
critical signals, pl1otoperiod, temperature and water. Other sigmls 
enable plants to attune themselves for optimum development 
at other stages of the life cycle: directional stimuli such as light, 
gravity and touch, as well as dramatic cues for stopping and 
starting life, namely fire and drought. Many of these strategies 
will be highlighted further in Part IV The chapter concludes 
with an exploration of how photoreceptors function. 

8.1 Latent life: dormancy 

8.1.1 Dormancy: the phenomenon 
of suspended animation 

Most plants enter a state of latent life at least once throughout 
their life cycle. This is dormancy, concisely defined as 'the 
temporary suspension of visible growth of any plant structure 
containing a meristem' (Lang 1987). It encompasses a wide-
spread but remarkable phenomenon and is really a collective 
term covering a nwnber of processes in different plant organs. 
This has led to problems with terminology, which Lang 
resolves into three types of dormancy based on their control-
ling factors: 

1. Endodonnancy, often called 'true' dormancy, which is 
the prevention of growth due to factors within a meris-
tem. Failure of a bud to grow in early winter due to 
insufficient chilling, even if it is exposed to warm condi-
tions, is an example of endodormancy. 

2. Paradomuncy, which is the suspension of growth caused 
by factors outside the meristem but within the plant. It 
is typically an influence of one organ over another, and 
includes an apical bud preventing outgrowth of a lower 
bud, which relates to apical dominance (see Martin 1987 
for review). Dormancy imposed by factors in the seed 
coat is, strictly speaking, a version of paradormancy, 

because the embryo germinates readily when excised 
from the seed. 

3. Ecodormancy, which is the prevention of growth due to 
enviroruncntal conditions such as lack of water or tem-
perature extremes. This is also referred to as quiescence 
or imposed dormancy (Crabbe 1994). 

These definitions are tailored towards woody perennials, 
but we are also interested in equivalent phenomena in seeds 
and vegetative storage organs. Indeed there are underlying 
similarities, for example in endodonnancy release induced by 
chilling. A donnant bud on a perennial contains reduced 
leaves and floral and/or vegetative mer.istems, and relies on 
the rest of the plant for water and nutrients. A storage organ, 
such as a bulb or tuber, is also a plant propagule containing 
meristems (Figure 7.17e) and its own reserves of nutrients. 
Likewise, a seed contains a whole plant - the embryo - and 
associated storage reserves. Resumption of bud growth leads 
to shoot emergence through the bud scales, and seed germi-
nation results in radide then shoot emergence through a pro-
tective seed coat. These morphological differences may 
require variations in the physiological control of dormancy. 

(a) Why is dormancy important in agriculture? 
Plants are generally adapted to their natural envirorunents but 
many economically important species are cultivated in other 
climates.Adaptations are genetically based and may be impos-
sible to switch off, or at least difficult to overcome. Temperate 
fruit trees, such as peaches, eventually become endodormant 
even in the tropics. Without chilling or human intervention, 
they do not resume normal growth and may even die. 
Generally, though, plants will eventually dispense with dor-
mancy-brealcing requirements rather than die, often described 
as a conversion from an obligate to a facultative state. 
Although tropical perennials cannot tolerate cold temperate 
winters, they still exhibit endodormancy phases which alter-
nate with dramatic 'Bushing' of new vegetative shoots, often 
with striking red coloured leaves, as in Syzygium and mango 
trees. Domiancy may also prevent or retard seed gennination 
or sprouting of bulbs, thus reducing the number, quality and 
uniformity of plants in a crop. 

8.1.2 Seed dormancy 

For most plants, seeds are the primary system of reproduction. 
Dormancy allows seeds to separate from their mother plant 
and survive dispersal over distance and time before growth 
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reconunences. Developing embryos are growing tissues but 
enter donnancy late in maturation and seeds then dehydrate. 
This state of suspended animation enhances chances of sur-
vival. The torpedo-shaped seed of a mangrove (Rhizophora 
maritima) is an exception that genninates while still on the 
mother plant. When they fall, seed penetrate securely into soft 
mud flats. This adaptation aids speed of establislunent in the 
unstable tidal zone. 

Plant breeders often select seed for uniform, rapid genni-
nation but these characteristics are rare in nature. If all seed 
from a species or population genninated synchronously but 
was subsequently destroyed, say, by frost, the genome would 
be lost. Instead, we find that gennination is usually staggered 
over a season or over years. Sometimes it is possible to harvest 
seeds or embryos before dormancy is induced and thereby 
genninate otherwise difficult species. 

There are two main reasons why a seed does not genni-
nate: it may be dead (not viable) or dormant (Mott and 
Groves 1981; Langkamp 1987). Vital stains can confirm via-
bility of embryos (Bewley and Black 1982). Embryos may 
never develop due to post-zygotic incompatibility (Section 
7.2.4), may abort during development or may die after seed 
dispersal. Endodormant or paradormant seed may be viable, 
but may not genninate even when supplied with water and 
0 2 at an appropriate temperature. 

Seed longevity often relates to a species' natural environ-
ment. In climates favourable for germination, many species 
have seeds which remain viable for only a few clays, for exam-
ple the Queensland umbrella tree (Schejflera actinophylla), 
which originates in subtropical rainforests, or a few months, 
for example water gum {Tristania laurina) and myrtle beech 
(Nothojagus cunninghami1), which come from cooler rainforests. 
In contrast, seed from sclerophyllous forests, such as Eucalyptus 
and Acacia (Figure 8.1), remain viable for many years. 

There are two categories of seed, recalcitrant and ortho-
dox, and appropriate storage can vastly extend longevity of 
both. Many tropical and subtropical species, such as Citrus, 
mango and rambutan, have recalcitrant seeds; these are not 
desiccation tolerant and survive best if stored at high water 
content (30%) and warm temperarure (usually >15°C). 
Orthodox seeds, such :is Eucalyptus and Brassica, are usually 
scored below 10% water content and below 10°C. Between 
these extremes are many intermediates, and optimum con-
ditions for several important crop species have been deter-
mined by empirical experiment. For example, wheat is best 
stored at 14.5% seed water content, peas at 14.0% and clover 
at 11.0%. 

Cells of some testas have hard, thick walls and a waxy layer 
which prevents imbibition (uptake of water) and sometimes 
even gas exchange. Dormancy persists in the absence of water 
or 0 2 essential for gennination. Seed-coat-imposed dorman-
cy is a special case closely related to paradonnancy of peren-
nials. Seed coats resist embryo expansion but plant tissues can 
exert substantial turgor pressure, so mechanical resistance is 
not a common form of donnancy. Roses have a very hard 

Figure 8.1 Long-lind seeds of species typical of Auslnlian sclerophyll 
forests. (a) EutJJlypciu nychrrJtttt71 radicle emerging &om capsule; (b) Jt'oci• 
torlueu with fleshy aril 1till atiached 
(Photographs courtesy P.T. Austin and J.A. Plununer) 

seed coat with several sclerified (stony) cell layers and great 
pressure is required to break them. Hard seeds are found in 
many families and are particularly common in legumes such 
as Fabaceae (e.g. clover (Trifolium) and lucerne (Mcdicago)), 
Mimosaceae (e.g. Acacia), and Caesalpiniaceae (e.g. Cassia). 
The seed coat exerts force on the strophiole, a plug-like valve 
structure near the hilum with elongated malphigian cells that 
separate to pennit water entry. These seed coats need to be 
weakened physically or chemically to pennit imbibition. This 
may occur naturally as a result of temperature fluctuations, 
abrasion and microbial or insect damage. Artificial 
scarification is often achieved by scratching, nicking or by 
rotating seeds in barrels containing an abrasive. Alternatively, 
seed can be chemically scarified with concentrated H2SO 4• 

which mimics the effect of acid in the stomach of animals. In 
many parts of Australia spontaneous fire is common and 
destroys most living tissue but enables gennination of many 
hard-seeded native species (Table 8.l;Bell et al.1993).In these 
plants, brief seed boiling is commonly substituted to effect 
break of dormancy. Heat from tires will damage the testa, but 
smoke, perhaps via ethylene and/ or sulphur compounds 
(Dixon et al. 1995), is also effective in overcoming other dor-
mancy mechanisms. In serotinous plants, such as Hakea, 
Banksia and Eucalyptus, seeds are stored on the mother plant 
until fires open the woody fruits, dispersing the seeds into the 
nutrient-rich ash bed when competition for light from other 
plants has also been reduced. 

Germination inhibitors can be present in the embryo, 
endosperm, testa or the surrounding fruit tissues. Inhibitors 



Table 8.1 Fire stimulates germination via several meclianisms: (1) damage to t/ic tcsta - equivalent '" SC4rijication or boiling; (2) reduction of gen~ina­
tion illliibitors tlirough heat and leacl1ing; (J) smoke cxudates (n"t all spedes have evolved wit/1.fire); (4) S(Qtification required- but lieatfromfire kills 
seed 

Control Scarification Boiling Boiling Smoke 

Fire 
Species 'fype response 

A(.aria nervosli' Yes 16~ 

A(acia lasiocllrpli' 2 Yes 20 
Dovicsill preissii' Yes 0 
Gompholobiutn knighli1J11um' Yes 6 
Cot1011ylis sttos.a 1,3 Yes 
Conospennum 1riplinervum 3 Yes 26 
Anigo::.a11thus ntiltiglesii 3 Yes 3 
.L.tthanaultill bilobil 3 Yes 1 
Tiiysanotus 1nuttijl11rus 3 Yes 0 
Acacia cydopf' 4 No 
'Legume; b = % germination 
(Adapted from Bell ct al. 1993 and Dixon et al. 1995) 

Table 8.2 Seeds of lettuu cultivar Grand Rapids were exposed to brief 
periods of alternating red (R = 660 nm) and far red (FR = 720 nm) 
light. The response depends on the last exposure and is typical of pl1ot()re-
versib/e pl1yt"chrome responses 

12 

Treatment Germination W•) 

Darkness 
Red (R) 
Rcd-+Far Red (FR) 
R-+FR-+R 
R-+FR-+R-.FR 
R~FR-.R-.FR°"R 

(From Borthwick et al. 1954) 

8.5 
98 
54 

100 
43 
99 

present in seed of Iris, freshly harvested hazelnut (Cory/us avcl-
iana) and desert ephemerals, and in fleshy fruit such as toma-
to, Persoonia and Lomandra, must be removed or inactivated 
before germination can proceed; this often happens inside an 
animal gut or by rain leaching. 

Many species germinate in response to light, but usually 
only become light sensitive after imbibirion. Germination of 
'Grand Rapids' lettuce (l.Actuca sativa), the weed species Bidens 
pilosa, some Australian daisies and many other small-seeded 
species is promoted by red light (R; 660 nm) but inhibited by 
subsequent exposure to far-red light (FR; 730 nm) - a clas-
sic photoreversible phytochrome response (Table 8.2 and see 
Section 8.4). Sunlight has a high R:FR ratio which signals to 
a seed that it is located in an unshaded position. However, 
chlorophyll in leaves filters out red light so that under a 
canopy there is relatively more far-red light; that is, a low 
R:FR ratio prevents germination where light is likely to be 
insufficient for most species. These seeds use light spectral 
composition as an indicator of likely total photosynthetic 
radiation. This is an example of secondary donnancy because 
it is induced only after seed dispersal (seed that is dormant 
when shed fium the mother plant has primary donnancy). 
Seeds may lie donnant for months or years, germinating only 
when a tree falls in a forest or after a disturbance such as 
ploughing a field. In the latter case, phytochrome is being used 

30 s 60 I 

Germination (%) 

66 72 70 
30 82 82 
SS 58 18 
St 61 86 6 
0 53 48 

88 
4 6 32 

0 40 
0 0 31 

72 20 

Table 8. J In species w11icl1 usually require periods in dry storage, alteftl4· 
tive treatments ain be used to break dormancy 

Common 
Species name 

Trititum aativurn Wheu 
Hottfeum vufgatt Barley 
Aw:no fat11a Wild oats 

Oet111ther1J odoratil Evening 
primrose 

Impatiens bals1Jtni11a Balsam 
R11mex aispus Curled 

dock 

Dry storage 
period 
(months) 

3-7 
0.5-9 

30 

7 

4-6 
60 

Alternative 
treatment 

Stratification 
Stratification, GA3 
stratification, GA3• 

ethylene 
KNOJ 

stratification 
light, stratification, 
alrcrnaring 
temperatures 

La<tue.a satiw Lettuce cv. 3-9 light, GA)• cytokinin 
Grand Rapids stratification 

(Adapted, with permission, from Bewley and Black 1994) 

mainly to sense light quantity. Deep burial in soil prevents ger-
mination of small seeds with inadequate resources to grow to 
the surface. In contrast, germination of Spinifex hirsutus, which 
grows on sand dunes, is inhibited by light. Dark conditions 
exist deeper in the dune where there is likely to be more 
moisture, nutrients and stable sand. 

Many seeds will not germinate unless water content has 
been reduced by dry storage. This is a common adaptation in 
desert annuals, which experience a seasonal rhythm of water 
availability. In cereals such as barley and wheat, alternative 
treatments can be substituted (Table 8.3). Some seeds, for 
example Ranunculus and orchids, contain rudimentary 
embryos that must develop further before germination can 
occur. Symbiosis with a fungus supports embryo growth of 
many orchids, and inoculation is incorporated into in vitro 
propagation methods. 

Stratification. or pre-chilling, the exposure of seeds to cool 
moist conditions, is in many ways similar to chilling of buds 
(see below). The optimum temperature is usually about 5°C 
for temperate species such as peach (.Pnmus persica) and apple 
(Malus sylvestris). Embryos removed fiom freshly harvested fruit 
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can germinate but growth is slow and abnormal. Normal 
growth is restored by chilling or exposure to long photo-
periods, conditions which seeds in nature would eventually 
experience. In Australia and New Zealand, many alpine species 
require stratification. Eucalyptus pauciflora seeds collected from 
high altirudes respond to chilling but those of coastal popula-
tions do not, suggesting that natural selection has occurred, 
creating two ecotypes. For tropical species, chilling may oper-

ate at a higher temperature range, usually above 10°C. 
Single or multiple dormancy mechanisms can ensure ger-

mination at an appropriate time, depending on the species 
(Table 8.3). Despite all the complex entrainment to en-
vironmental cues, many seeds will eventually germinate even 
without their normal signals, a failsafe mechanism ensuring 
some attempt at establislunent before the seed's longevity 
expires. 

Feature essay 8.1 Don11ancy in wheat grains; nature and practical 
application 
D. 1\1forcs 

Ancestral wild wheats, the progenitors of modern bread and 
pasta wheats, were endemic to the eastern Mediterranean 
and possessed a number of mechanisms, including grain dor-
mancy, which were requisite to their survival in that envi-
ronment. Grain which ripened before the long, hot summer 
remained dormant, avoiding germination in response to 
chance rain, until the return of cooler, more rainy periods 
later in the year. Wheat is now cultivated worldwide in 
diverse enviromnents, many of which have a high risk of 
rain and cooler weather during the harvest period. 
Unfortunately, during domestication and genetic improve-
ment many of the mechanisms which reduced untimely 
germination have been inadvertently discarded or found to 
be incompatible with the requirements oflarge-scale com-
mercial farming. Indeed, the relationship of grain dorman-
cy to consistent grain quality has not always been taken 
advantage of by breeders. 

In the absence of protective mechanisms, rain falling on 
ripe wheat crops may induce pre-harvest germination of 
grain (Figure 1), rendering it unsuitable for commercial 
processing. Sprouted grain in Australia has resulted in losses 
to growers of hundreds of millions of dollars. Breeders are 
therefore looking to reintroduce factors such as dormancy 
into new wheat cultivars to provide 'insurance' against pre-
harvest rain.After first searching for dormancy chatacters in 
older cultivars held in the world wheat collections, the nex't 
hurdle is to ttansfer dormancy to elite cultivars which 
already possess all the other required agronomic, quality and 
disease-resistance characters. 

There is a well-known association between red seed 
coat and dormancy, but white-grained genotypes with 
significant levels of dormancy have also been identified 
(Mares 1987}. To date, the dormancy from red wheats has 
not been successfully transferred, in its entirety, into a 
white-grained background. Red-grained wheat cultivars 
dominate world production except in Australia where only 
white-grained genotypes are cultivated. Dormancy in both 
grain types is a transient character which develops during 
desiccation of the maturing grain, then decays with time 
after ripeness. Dormancy appears to be deepest if the grain 

figure t Lack of dormaacy can lead to p.e-harvHt sprouting in wheat. 
Ripe tplktt were tubjected lo a welting uealment - an overhead spray 
for 2 h - then maintained at high humlcl.lty and 2o•c for S d. The tplke 
on the lefi it from a suscepdble non-donnADt culdvar which 1prouted 
readily compared with three other mott dormant, sproudng-re.sltta.ot cul-
tivut 
(Phocognph courtef)' D. Mar~) 

has ripened in a cool environment but can be eroded by 
rain in the 20 day period leading up to harvest ripeness 
(Mares 1993). To rank genotypes for potential depth of dor-
mancy, all lines need to be grown in the same environment 
and tested at the same stage of maturity using standard wet-
ting treattnents or germination tests. 

Donnancy in wheat grains is dependent on the presence 
of an intact seed coat. Damage to this structure through 
invasion by fungal pathogens, disruption during swelling 
and shrinkage caused by wetting/ drying cycles or through 
physical abnsion during threshing results in a loss of dor-
mancy. Segregation patterns obtained in inheritance studies 
are consistent with control by two independent, recessive 
factors and indicate that dormancy is only recovered when 
both factors are present simultaneously. With simple 
Mendelian segregation, dormancy would have been 
expected in the F2 generation. However, dormant segre-
gants were not revealed until the F3, one generation later 
than expected. From th.is, we can infer that at least one of 
the factors is probably expressed in the seed coat which lags 
one generation behind the embryo. 
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8.1.3 Bud dormancy 

Much of our knowledge of bud dormancy comes from tem-
perate deciduous trees, especially fruit crops such as apples and 
stonefruit. Trees detect environmental signals, mainly shorten-
ing daylength and cold, which herald winter and trigger 
reductions in growth rate, onset of endodormancy, develop-
ment of bud scales and leaf fall.As buds enter endodormancy, 
warm temperatures (>15°C) no longer promote growth. 
Sever.tl weeks or months of chilling (0-12°C) are required to 
overcome endodormancy. The plant then enters ecodorman-
cy, when it will respond to warm temperatures with bud 
break. Note that break of endodonnancy can therefore often 
occur weeks prior to growth resumption. In some tropical 
species such as coffee, water stress is an alternative cue for 
breaking flower bud endodonnancy (Drinnan and Menzel 
1994}. Buds then exist in an ecodormant state ready to 
respond by rapid Bora! growth as soon as the first rains fall, 
heralding the end of the dry season (figure 8.2). 

Several models have been proposed to describe dormancy 
and to attempt to predict responses to different growing con-
ditions. One problem is a lack of measurable indicators of 
endodormancy other than an inability to grow. Researchers 
typically quantify 'depth' of dormancy by the duration of chill-
ing required to break dormancy, and then the ability of warm 

' 

Figur. 8.2 Synchronised mthesb of coll'ee (Cojfu •11161"8), to d after restor-
ing -ter aupply co droaghted -· Endodormancy in coft'ee Bawer badt is 
broken by water sue.a, then buds remain In an ecodormmt r.tate until nilt 
permics nsumpdoa of growth. Thia adaptation aDows &wt development to 
coincide with periods or-c.r a...U.bility. la culdvacioa, a drying·inlpdon 
cycle can J)ll1Chtonlae dowering which later leads to a shorter. harwtdng 
period 
(Photograph courtesy C.G.N. Turnbull) 

Mares, D.J. (1993). 'Prcharvest sprouting in wheat. 1. Influence 
of cultivar, rainfall and temperature during grain ripening', 
Australian journal of Agricultural Rtse1Jrcl1, •4, 1249-1272. 

Entry into and exit 6:om bud donnancy are often gradual tran-
sitions rather than abrupt events. Some researchers have repre-
sented these phases as sine wave oscillations, with measurable· 
reference points (e.g. peak growth rate in summer and m:ixi-
mum dormancy in midwinter) which enable comparison of 
data 6:om different sites (Fuchig:uni and Nee 1987). 

Temperate crops in the tropics 
Temperate fruit crops are increasingly being grown at lower 
latitudes (15-30°) than where they originate (30-50°). If 
endodormancy is still being overcome by chilling, then how 
little chilling is enough? A good model can allow estimation 
of whether a new location is suitable for production of par-
ticular fruit varieties prior to expensive orchard planting. For 
example, peach and nectarine varieties have been bred with 
low and high chilling requirements, suited to subtropical and 
temperate climates respectively. Early models resulted in rank-
ings based on number of chill hours (usually below 7.2°C). 
Chilling required can vary 6:om less than 50 h below 7 .2°C 
for some subtropical 'low-chill' peach cultivars, up to 3000 h 
for some cultivars of pear (Table 8.4). A modified version, 
called the Utah model, equates a chill unit to 1 h at 6°C; high-
er and lower temperatures between 0-15.9°C have propor-
tional positive effects, but temperatures above 16°C are 
inhibitory (Richardson et al. 1974}. This temperate model is 
less accurate in warmer areas where the Erez ct al. (1988) 
model, as modified by Batten and Firth (1987), often provides 
a more reliable estimate of date of budburst (Table 8.5). 
According to this model, effectiveness of chilling is enhanced 
by day temperatures of 15°C or less but negated by tempera-
tures above 18°C. None of these models quantify the growth-
permitting periods of warm temperarure required for subse-
quent bud break, so an additional measure quantifies themtal 
units: the Growing Degree Hour where 1 h is allocated for 
each hour and degree above 4.5°C (Figure 8.3). 

Table 8. 4 Cl1illing requirements, in /1ours below 7°C, required to muse 
break of bud dormancy in some deciduous ..fruit CT"PS 

Fruit crop 

Grape 
fig 
Almond 
Kiwifruit 
Peach and nectarine 
Apple and pear 
Cherry 
(Adapted fiom Saure 1985) 

Chill houn 

None 
Few 

o-800 
450-700 
50-1250 

200-3000 
800-1700 

J 
J 

J 
LI 

J 

J 
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Table 8. S Models based on accumulated 'c/iill units' give different predictions of time of bud break, wl1id1 can be compared wid1 actual dates of bud break. 
Data is far Sunred nedarine, a ~ow-cliill' cultivar grown at three subtropical locations in nortlicrn New Soutli Wales (approx. 29°5). An refinam:nt in the 
Batten ttnd Fird1 version is inclusion of terms for tempertttures > 18°C, tllat is, ab.,vc tire normal cliilling range, w11id1 arc comm"n in tile subtropical winter 
and p4rtially negate the chilling response. nla = Completion of c/1illing not achieved, according to model 

Date of dormancy termination 

Predicted 
Location Year Actual (Hours < 7 .2°C) 

Bang.alow 1982 30Jun 19 Jun 
Bangalow 1983 23Jul 14Jun 
Bangalow 1984 4jul 7 Jul 
Tockombil 1984 3Aug n/a 
Tockombil 1985 14 Jul 1Aug 
Roscbank 1985 18Jul 16Jul 
(Adapted &om Batten and Firth 1987) 

1.00 •••• -······ 

0.75 ••• ,···· .. ., ... ' 
0.50 • •• •• Growth 

.13 O 25 • • • • • promotion ·g . . ...... •· 
!j 0.00-+""---"'-':.;....-----~-.-•. ----

(J -0.25 Chilling/.\ 

--0.50 negation \, • •, 

--0.75 •• 
'• -1.00 +---.--r--...... ---.--r---..-..--...... ._,,__,......,.-·.,. ........... 

-2 0 2 4 6 8 W ~ H U IB ~ n ~ 
'Dlmperature (°C) 

Figure 8.3 In many species, progress thtough bud dormancy then u-
•umption of growth depends on temperature. 'IWo factors ue lavolved: fin1, 
the utlsfaetion of chilling requirements depends on suitable periods at low 
temperature (measured as chill uai1$), but can be nl'pted by temp•racures 
above 15°C; second, templ'ratares above 4.5°C bMre a ~owth promoting 
effect, measured as thermal units 
{Reproduced, with permission, from Seeley 1996) 

What are the consequences of insufficient chilling, and are 
there alternative treatments? Symptoms of inadequate cold 
periods include delayed and weak leaf growth, ddayed and 
protracted flowering, poor fruit devdopment and irregular 
ripening. Potassium nitrate (KN03), thlourea and especially 
hydrogen cyanamide are simple chemicals that are effective 
substitutes for stimulating uniform budburst. The mechanisms 
by which these compounds work are not known, but growth 
regulators such as gibberellins, cytokinins and cytokinin ana-
logues, in particular thiadiazuron, can also cause similar 
responses. 

Apples are grown in the tropical and subtropical areas of 
Indonesia, peaches are grown in Venezuela and table grapes 
are grown in Thailand, Venezuela and southern India where 
no chilling occurs (Subhadrabandhu and Chapman 1990). 
Growth of buds is stimulated by chemical (sodium chlorate, 
copper sulphate or urea} or manual defoliation or pruning 
inunediately after harvest thus breaking endodormancy before 
it enters its 'deep' mid-winter phase. Cyanamide treatment has 
enabled out of season production of table grapes in tropical 
Queensland. Irrigation then promotes uniform budburst and 
cropping under otherwise dry conditions. At least two har-
vests are possible each year and cycles can be staggered, giving 
almost continuous fruit supply. 

Predicted Predicted Error (days) 
(Utah) (Batten Be Firth) (Batten tic Firth) 

20Jun 20Jun +to 
27 Jul 19 Jul +4 
n/a 9Jul -s 
11Jul 29Jul +5 
28Jul 18Jul -4 
26Jul 23Jul -5 

8.1.4 Physiological control of 
dormancy 

(a) Hormones as regulators? 
Currently we know more about the environmental factors 
that influence dormancy than about the physiological mech-
anisms of dormancy. Here we attempt to draw together com-
mon features of the diverse types of dormancy in buds and 
seeds, in particular examining whether inability to grow 
rdates to hormonal factors (Dennis 1994). 

Links between genome and physiological processes are 
illustrated by single-gene seed dormancy mutants, which are 
either abscisic acid (ABA)-deficient (weak dormancy) or gib-
berellin-deficient (exaa-deep dormancy) (Karssen and Groot 
1987). Induction of seed donnancy is clearly linked to ABA, 
and gibberellins are required for germination, so in a gross 
sense these hormones need to be present for normal process-
es to proceed. Applied hormone experiments lead to similar 
conclusions: although ABA does not usually prevent break of 
dormancy, it can inhibit germination and bud growth, often 
opposing the effects of gibberellins, cytokinins or ethylene. 
Seeds with various dormancy mechanisms may respond to 
one or more plant growth regulator (Table 8.3}, but there are 
many reports of germination failure or abnormal seedlings. 
Light requirement of lettuce and dry storage requirements of 
barley are overcome by applied gibberellins, but antagonised 
by applied ABA. Likewise, budburst in peach and apple is pro-
moted by a mix of gibberellin and cytokinin, but inhibited by 
applied ABA. Cytokinins promote some germination in let-
tuce but are less effective than gibberellins in most species. 
Ethylene stimulates germination in celery (Apium graveolens), 
peanut (Arachis hypogea) and cocklebur (Xanthium strumarium). 
One conclusion is that a complex balance of inhibitors and 
promoters regulates entry to and exit from dormancy. Put 
another way, there are at least two control points and meris-
tem growth may be prevented by either high concentrations 
of inhibitors or insufficient promoters. 

However, data on endogenous plant hormone concen-
trations do not always support the notion of control by 
changes in levels of active substances. Quantities of applied 



plant growth regulators required to cause a response usually 
vastly exceed nonnal endogenous content, for example the 
3JJlount of applied gibberellin required to stimulate barley 
gennination. Rightly, this has led to re-examination of the 
control mechanisms.Trewavas (1982) argued that tissue 'sensi-
tivity' to honnones, that is, capacity to respond, changes with 
devdopment and environmental stimuli, and that this sensi-
tivity is a major controlling factor. Indeed, phases of sensitivi-
ty and insensitivity to applied gibberellins and ABA appear to 
operate during development, dehychation and dry storage of 
sunflower seed (Figure 8.4). Other supporting evidence 
comes from gibberellin- and ABA-insensitive mutants which 
fail to respond to these honnones regardless of endogenous or 
applied concentration. Alterations in hormone levels due to 
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Figure 8.4 Responsiveness of 111nJlower embryo1 lo applied gibbfrdlin 
(GA) is '"" oaly when dorma11cy ha.s been pardally released. Embryos were 
cullured oa 5 pM gibbettllic acid (solid symbols) or control medium (opea 
$)'1nbol$), before (cittles) or after (triangles) a 3 d drying treatmeiil which 
partially broke endodonnancy 
(Rcdmvn, with permission, from Le Pagc-Degivry ti al. 1996} 
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Figure 8.S Vrvipary in wild-type tomato (Slt/Slt.i.e.ABA-syntheslsl.ag) and 
ADA-deficient tomato (1ltlnt). No weds 1ttminated within ripe tomato 
&uits derived &om 1elf-polllnated Slt/Slt planes. Juice of ripe Sit/Sit &nics 
contains 0.84 JlmM ABA and each seeds contains 7 pmol ABA. ID concrut, 
vivipary occurred in mmt 11t/1lt tomato &ults which on1y have only 0.08 
JunM ABA and 0.8 pmol ABA per aeed. Self-pollinaud Slt/$(t ptaocs -nld 
conta!n 1eed of both gphenotypes bat die mother plants woald have poi.en 
tht' dominant Sit. allowing ABA ll}'Dthais. A quarter of the Med (those car-
rying 1/tlnt) would be viviparous but thtee--quarten (thote canying Sit/Sit 
and Slllnt) would not be 
(Based on Groot and Km.l<'n I 992) 

mutation are generally much more severe than changes that 
occur in wild type plants as a consequence of envirorunental 
factors. ABA-deficient tomato (Figure 8.5) and Arabidopsis 
mutants fail to enter normal dormancy because of a lack of 
increase in embryo ABA. Surrounding seed tissues absorb 
most applied ABA without translocating it to the embryo, 
which may also explain failure of seed donnancy induction 
with applied ABA. 

So what is the role of ABA in induction of seed dorman-
cy? In late embryogenesis, ABA concentration increases as 
water potential decreases. Elsewhere in the plant, responses to 
altered water potential are also mediated by ABA, typically 
those associated with water stress (see Section 9.3).ABA alters 
transcription of a suite of genes, resulting in cessation of syn-
thesis of reserve and other proteins, and modified transcrip-
tion of some Lea genes Qate embryogenesis abundant; see 
Chapter 10). In cotton, one class of Lea mRNAs increases 
coincidentally with ABA but another class responds only to 
drying. Lea genes code for a class of proteins found in many 
species including cotton, pea and cereals. These proteins are 
strongly hydrophilic, highly stable and are able to maintain a 
locally water rich environment at the subcellular level. This 
may be critical in desiccation tolerance associated with the 
dormant state. 

There is a tenuous association of endogenous inhibitors 
with release (as distinct from induction) of bud or seed dor-
mancy. Early research suggested a close correlation of progress 
of dormancy with inhibitors including phenolics such as 
naringenin in peach and phloridzin in apple, and ABA in sev-
eral fruit crops. However, endogenous ABA declines in chilled 
apple buds which burst to produce new shoots, but also in 
buds never exposed to chilling temperatures which remain 
dormant. In both chilled and non-chilled apple seeds, ABA 
levels do not change more than two-fold but only chilled 
seeds germinate (Figure 8.6). ABA content is similar in dor-
mant and non-dormant wheat but ABA-responsive genes are 
more abundantly C"-'J>ressed in dormant wheat seeds, implying 
existence of alternative regulatory factors and perhaps non-
transcriptional control of the relevant genes. Embryo 
endodormancy may therefore be maintained by ABA in only 
a few species, such as sunflower (Helianthus annuus}, where 
treatment of dormant excised embryos with fturidone, an 
inhibitor of ABA synthesis, results in growth. 

Can we instead assign control of donnancy break to pro-
motive compounds? Gibberellins are probably the best candi-
dates, based on widespread responses to applications of this 
class of hormone. In Salix pentandra, where short days induce 
donnancy and long days release it, a transient increase in 
active shoot gibberellin (GA) content is detectable within one 
day of transferring from short days to long days (figure 8.7). 
In hazdnut, endogenous gibberellins are not modified by 
chilling but GA1 content rises 40-fold after transfer to warm 
conditions suitable for gennination, suggesting a role in 
growth promotion as distinct from dormancy release. Like-
wise, in wild oats (Avena fatua), 'after ripening' dry storage 
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Figure 8.6 Eadogmous gibbaellin and ABA levels during bnaldag of dor-
mancy ill apple seeds exposed to cold (H"C) or warm (20-2S°C) tempera-
turet. (a) Germlllatioa is depeadeat on cold auaneat. (b) Embryo absclslc 
add lnels do aot decline during cold ueatmeat or darlAg germination. (c) 
Steel glbbettllin (GA,.,) levda increase 1nnsleady u ued 11att to prml11ate 
(&scd on Subbai:i.h and Powell 1992 and HalinW and Lewal: 1987) 
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Flgiue 8.7 Bud dormucy in Sillbc ttnt.1tlN is brokea by long dayi, and 
ttsulcs In a ttamieat increan In active gibbettllin (GA,) contmt of shoot tis-
•u" within one day oftraii•ftr &om fhott clays to loag days (e).Am>w indi-
cates day of tramfer. Plan .. in coac!nuo111 long day1 (.&) or abort dayi (0) 
show only slow changes in glbbenllin Jenls 
(Redr.iwn. with permission. fron1 Olsen et al. I \197) 

releases seed dormancy but has no effect on endogenous gib-
berellin levels until imbibition, when gibberellin biosynthesis 
is substantially enhanced. Light requirements can often be 
replaced by applied gibberellins, and gibberellin-biosynthesis 
inhibitors can prevent light-stimulated gennination. 
Endogenous gibberellins increase with chilling and dry stor-
age in Arabidopsis, and with light exposure m lettuce. 
Gibberellin-deficient Arabidopsis mutants do not germinate 
unless gibberellin is supplied, and this response is independent 
of ABA content. However, changes in endogenous gibber-
ellins in wild-type Arabidopsis are Jess conclusive, suggesting 
that altered gibberellin sensitivity may contribute to nonnal 
germination control. We are just beginning to understand tis-
sue sensitivity and hormone signal transduction pathways 
(Section 9.3.1). To conclude, there are some species where 
there is good evidence for ABA-induced dormancy and gib-
berellin promotion of meristematic activity but these are not 
necessarily universal mechanisms. Honnone turnover, conju-
gation, compartmentation, receptors and signal transduction 
systems all represent potential control points, and all merit 
greater attention . 

(b) Alternative indicators of dormancy 
The hormonal models described above have limitations and 
some researchers contend that they represent oversimplifi-
cations of a complex set of interactive cyclic processes in-
cluding organogenesis, internode elongation and bud leaf 
expansion (Crabbe 1994).Biochemical markers such as nucle-
ic acid metabolism and membrane permeability, rather than 
morphological or physiological characteristics, can also indi-
cate relative depth of dormancy between tis.sues and organs, 
and between meristems and submeristems. Adenylic 
nucleotides are required to nuintain basal metabolic activity 
and even dormant tissues supplied with adenosine increase 



their adenylic nucleotide (ATP) content. During donnancy 
break in buds of Helianthus tuberosus (Jerusalem artichoke) 
tubers, levels of both adenylic and non-adenylic nucleotides 
(NATPs = swn of guanylic (GTP). cytidylic (CTP) and uridylic 
(UTP) nucleotides) rise as tissues convert ATPs to NATPs, 
which are essential to swtain growth (Gendraud 1977). 

In stems, trunks and developing tubers bearing dormant 
buds, storage parenchyma acts as a strong sink during metabo-
lite accwnulation while nutrient movement into bud meris-
tems may be impeded. Breaking donnancy appears to remove 
this block and is part of the changes that permit resumption 
of growth. Water status also influences dormancy. Dormant 
seeds and sometimes buds have lowered water content which 
limits metabolism and often assists survival (Vertucci 1989; 
Faust et al. 1995). Metabolic activities for growth require free 
water (bulk cellular water) but cannot occur in the bound 
water associated with macromolecular surfaces. Water content 
therefore determines the possible types of reactions: at low 
seed water content (o-8%) only catabolic and non-enzymat-
ic activity occurs, but >25% water content is required for 
integrated processes such as mitochondrial electron transport 
and protein synthesis. Water content also determines the abil-
ity of seeds to perceive and respond to environmental cues. 
Apple seeds become sensitive to chilling temperatures only if 
hydrated to >8% water content, and many seeds such as the 
weedy coloniser species Bidens pilosa acquire light sensitivity 
only after imbibition. 

Water content in bud tissue is generally higher and varies 
less but may still have a regulatory function. The state of water 
has been visualised in vegetative buds by using nuclear mag-
netic resonance imaging. Free and bound water content cor-
relate strongly with bud dormancy release and chilling in 
low- and high-chill cultivars of apple, Anna (400-700 chill 
units, typical of subtropical regions) and Northern Spy 
(2600-3600 chill units, typical of the temperate zone). Very 
little free water (about 300;(,) is detecrable in bud meristems at 
the beginning of endodormancy, but this increases to 70-80% 
after 400 hat 4°C in Anna and 3000 h in Northern Spy. Seed 
germination also requires free water, with metabolic activity 
suppressed in seeds having a water content below 300Ai. High 
osmotic potential of tomato fruit tissues may be partly respon-
sible for seed dormancy by keeping seed water content low 
during late stages of development. With the exception of 
hard-coated species, most dormant seeds hydrate easily but 
this does not necessarily lead to immediate germination. 

(c) Conclusion 
Dormancy remains an intriguing but complex phenomenon. 
Clearly, plants are well attuned to making use of environ-
mental cues. The ability to enter a period of latent life is 
remarkable in itself. all the more because plants in effect anti-
cipate adverse conditions before their onset, and thus dor-
mancy can be established in advance. However, there is no 
single hypothesis to account for induction, maintenance and 
breaking of dormancy which is consistent across all species. 

Interactions of many metabolic and cellular processes with 
many genes are probably linked to hormonal signals. We need 
to appreciate more that hormonal control is intrinsically com-
plex, and direcdy and indirectly influences genome expres-
sion, while mediating some environmental cues. Dormancy is 
a prime example of genotype x environment interaction. 
Plants use external signals to time entry into a 'shutdown 
mode' (endodormancy. patadormancy), then transition to a 
'standby mode' (ecodormancy}, but have internal controls to 
prevent inappropriate exit, instead foreshadowing future 
favouoble conditions. Continuing studies with single-gene 
mutants and nansgenic plants (Chapter 10) should unlock 
some of dormancy's secrets. 

8.2 Plant and organ orientation 

Vascular plants orient themselves in space to optimise shoot 
exposure to radiant energy and C02 in the atmosphere, and 
to maximise root access to water and nutrients in the soil. To 
achieve this, there is a range of directional control systems, 
which change as a plant proceeds through its life cycle. 
Regardless of how a seed falls to the ground, on germination 
a seedling root grows downwards and the shoot grows 
upwards. What controls these opposite directions of growth? 

First, seedling shoots are very sensitive to low-intensity 
light, curving strongly towards any directional light which may 
indicate a break in the leaf canopy that the shoot can utilise. 
In mature plants, leaf orientation can follow the sun during 
the day to maximise light capture, but if mid~day radiant ener-
gy becomes excessive the leaf blade may instead orient at 
right angles to the sun's rays. Flower buds are usually bent 
downwards, but on opening the stem straightens and holds 
the flower upright to maximise exposure to insects and other 
pollinating agents. 

Second, gravity is an all-pervasive and constant orienting 
signal. However, roots and shoots generally show opposite 
responses to gravity, reflecting the intrinsic polarity in all 
higher plants. One half. the root system, is adapted for life in 
dense dark soil, while the other half, the shoot system, has 
evolved to exist in the fragile atmosphere, and harvests sun-
light for photosynthesis. Conforming with this dichotomy, 
nl2in roots exhibit a positive directional response to gravity, 
whereas shoots generally show a negative reaction. 

8.2.1 Tropisms 

Directional growth responses to directional stimuli are called 
tropisms. There are three main kinds: 
1. Gravitropism - gravity sensing 
2. Thigmotropism - touch sensing 
3. Phototropism - light sensing 
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The characteristics of the major nopisms are shown in Table 
8.6. All these responses are due to different growth rates on 
two sides of a responding organ, resulting in curvature either 
towards or away from the stimulus. The positioning, or orien-
tation in space, of many plant organs can be due to several tro-
pisms and nastic (non-directional} responses acting together. 

Table 8. 6 Characteristics of four types of plant tropism. Positive means 
growing toWdrt!s a directional stimulus, and negative means growing aw.ry. 
Plagiotropism is growtl1 at an angle to gravity 

Tropism Stimulus Response Examples 

Gravittopism Gravity Po$itivc Primary roots 
Negative Shoots 

Leaves 
Plagiotropism Axillary branchC$ 

Lateral roots 
Some leaves 
Runnen 
Rhizomes 

Photottopism Light Positive Shoocs 
Leaves 
ColeoptilC$ 

Negative Some types of shoot 
Some types of root 
Tendrils 

Heliouopism Light Following Leaves 
the sun 

Thigmotropism Touch Positive Tendrils of climbing 
plants 
Stems of vines 

8.2.2 Gravitropism 

As the primary root emerges from a germinating seed, it 
shows strong positive gravitropism leading to rapid downward 
curvature (Figure 8.8a}. This enables the root tip quickly to 

penetrate the soil, giving anchorage and access to water, the 
latter being a vital factor in successful establishment. Root 
gravitropism has been investigated for over a century, but its 
mechanism is still not fully understood. However, we do 
know that gravity is detected in the root cap, and that nor-
mally both root cap and root tip need to be present for 
straight growth and curvature to occur. Because the elonga-
tion zone is situated behind the tip, information about the 
root's position must be transferred from the sensing site in the 
cap to the elongation zone. 

Shoots sense gravity differently. Both the shoot tip and the 
growing zone behind it can detect and respond to gravity 
(Figure 8.8b), so that even decapitated shoots retain an ability 
to curve upwards when displaced fiom the vertical. The shoot 
tip, unlike the root tip, is therefore not essential for gravitropism. 

8.2.3 Gravity perception 

Detecting the direction of gravity is the essential first step in 
gravitropism. Plant organs achieve this by sensing the move-
ment and position of starch grains contained within amylo-
plasts of specialised cells called statocytes (Figure 8. 9a). 

(a) Roots 
In roots, statocytes are located in the root cap (Figure 8.9b) 
which also serves to protect the root meristem from abrasion 
by. soil particles as it grows through the soil. Root cap involve-
ment was first demonsttated in maize, when a needle was used 
to prise off the root cap. This procedure did not inhibit 
growth, but ability to sense and respond to gravity were com-
pletely lost until a new cap grew over the root tip about one 
day later. Subsequently. a gravity-insensitive mutant of maize 
was found that does not secrete the mucilage which normal-
ly covers and protects the root cap and tip. Mucilage artificial-
ly applied to mutant roots immediately restored the gravity 
response indicating that the root cap transmits information 
through the mucilage. This information is probably in the 
form of a small diffusible molecule, moving either in the 
mucilage or through the root apoplasm. Researchers have not 
yet been able to identify this chemical. 

(b) Shoots 
In dicotyledonous shoots, statocytes form a cylindrical tube 
one cell thick, which surroun~ the v:isculartissue (Figure 8.9c). 

Figuff 8.8 Time-lapfe phoiograpbs showing gravitropism responses in hor-
boncally placed roou and shoou. (a) Neptin shoot gravitropism of• dartc-
pown cucumber seedling photographed at ts mill intervals. The lnlc muks 
on the hypococyl au 2 mm apart. Upward c11rwtut• commences by 30 min 
d11e to aimultaaeous inidation of dill"ereatial growth along the whoJe 
hypocotyl. (b) Positive gravitropism In a maize root. The initial alighdy 
upward curvature Is not unusual. Downward curvature commences HOUnd 
30 min and continua as the tip grows forwards. By 150 min, the root lip has 
been reatorecl almost to vertical 
(a) From Cosgrove t 990; (b} trom Pickard 1987) 



Figure 8.9 Sites of gravity perception. (•) TnnsmWioa electron micro-
graph of a statocyte c:ell ia a mot showing six siatollths (amyloplasu; a) each 
with a bowidary membrane md c:ontalnhsg twO to four starch graias. 
Characteristically, the atatollths au ttsdag on a network of endoplasmic: 
redcalum (ar-d). which may be able to ae111e thelr mowment. n, nucle-

Figure 8.tO Gravitropiam ia a grass atem, due to combined reaporues of 
stem uodea (N) -d basal leaf palvinu• (P). The atem oa the dgbt wu pJaced 
borlzoa!al.ly one week before the photograph was laba and It now shows 
30° upward curvature ia the Hem node right and 600 1Jpwud curvaNre in 
the leaf pulvin1Ja, reatoring the ead of die atem to the vwtical poaidon 
(Photognph courtesy J.H. Palmer) 

This cylinder is known as the 'starch sheath', becawe numer-
ous starch grains show up very clearly in stem sections stained 
with starch-specific iodine solution. These statocytes are dis-
tributed along the length of the shoot and so can sense grav-
ity in the absence of the apex. In grasses and cereals, stem sta-
tocytes are restricted to the stem node and leaf sheath pulvi-
nus. Consequently, only the nodes and pulvini respond to 
gravity (figure 8.10). 

(c) Statocyte operation 
The involvement of statocyte starch grains in gravity percep-
tion ~ proved by keeping barley plants in the dark for 5 d, 
which resulted in disappearance of starch grains as the starch 
was consumed in respiration. These scarchless plants com-
pletely lost their gravity response, but feeding with sucrose 
resulted in starch grains reforming and restotation of gravity 

us. (b) LcagtiNdinal section through a 10ot cap 1howing statocyte cells 
(arrowed) near the centre. (c) Traasvene section of a primuy $tem showing 
layer of ararch·conta.lnhlg cells (arrowed) which make up the starch sheach 
((a) Reproduced, with pennission, &om Sievers and Volkmann 1977: (b), (c) repro-
duced from H2berlandt 1914) 

sensing. Additional evidence comes fiom a maize mutant 
known as amylomaize, which has abnormally small starch 
grains and very slow gravitropic response. 

Proof that the controlling force is gravity, and not, for 
example, lines of magnetic field, comes from experiments in 
which a centrifugal force was substituted for gravity. If a ger-
minating bean seed was placed at the axis of a horizontal cen-
trifuge rotating at one revolution per second, to give an accel-
eration of 4 X 10-3 g, this effectively counteracted gravity. The 
starch grains in the root cap developed in the centre of the cell 
and were unable to generate a displacement message. 
Consequently, the root remained straight. At two revolutions 
per second, equivalent to 2 x 10-2g, the starch grains were 
forced against the outside wall of the statocytes.As a result, the 
root commenced to curve, bringing the tip parallel with the 
centrifugal force, that is, growing radially outwards. Now the 
centrifugal force acted along the length of the root and the 
starch grains were displaced onto the nonnally lower sides of 
the statocyte cells in the root cap, leading to straight growth. 
Experiments on plants under 'micro-gravity' conditions in 
space orbit have confirmed much of what was previously 
deduced from experiments on earth (Halstead and Dutcher 
1987). 

How do amyloplasts enable gravity sensing? Because of 
their high density and relatively large mass, they normally 
occupy the lowest part of the statocyte. When a root is dis~ 
placed from the vertical, statocyte orientation is changed and 
the starch grains roll or slide 'downhill' through the cytoplasm 
to reach the new low point. Statocytes, possibly through 
stretch or displacement receptors in the plasma membrane, are 
able to recognise that starch grains have moved to new posi-
tions. An asymmetric message is then transmitted tiom the 
root cap to the growing region and a correction curvature is 
initiated until the cap returns to vertical. Similar events occur 
in shoots. 
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( d) Plagiotropism 
Many organs naturally grow at an angle to gravity. This is a 
type of gravitropism termed plagiotropism and occurs in lat-
eral shoots and roots, and also in some prostrate primary 
shoots, for example runners of strawberry and subterranean 
rhizomes of some grasses and sedges (Figure 7.18}. The later-
al growth angle is variable but is at least partly under genetic 
control, giving every plant a recognisable architecture. In 
shoots, the angle is also infiuenced by the vertical primary 
stem and by envirorunental factors. For example, exposure to 
bright sunlight tends to increase the angle to the vertical, 
while shade reduces it. The runners of couch grass illustrate 
the requirement for exposure to direct sunlight. When their 
shoots grow into shade, the plagiotropic tendency disappears 
and stems grow vertically in search of higher light intensity. 
The primary shoot apex also influences direction of growth 
of lateral shoots, which often changes to vertical if the prima-
ry shoot tip is removed. This response is probably linked to 
apical dominance. 

8.2.4 Thigmotropism 

Tendrils are specialised thread-like structures that can grasp 
objects with which they come into contact. They are modified 
leaves or stems sensitive to sliding and/ or repeated touch, such 
as occurs when a tendril contacts a neighbouring stem. 
Tendrils enable climbers and vines which have slender non-
self-supporting stems to access sunlight at the top of the veg-
etation cover with less investment in shoot biomass per unit 
height gain. In effect, tendrils search for surrounding objects 
because the end of the tendril makes wide spontaneous 
sweeping movements as it grows. On contact, the touch stim-
ulus induces the tendril to coil around the object as a tesult of 
the cells on the non-stimulated side expanding more rapidly 

Figure 8.11 Initial thigmouoplc cnrvacare ~r touch alimulation can be 
very rapid. Tlme-Japae pbotogr:apbs, at 10 a intcrwk, of wacernulon tendril 
following to• of touch stimW.t.don. Compare the tlme-ccale here with much 
slower raponsea in Figure 8.8. 
(Repl'Oduced, with pttmission, fuim Carrington :and Esnard I 989) 

Figure 8.12 Thigmouopic awinlng of a tendril around a 1upporting nem, 
after touch contact by one aide of the tendril. Laur, tension coiling within 
the tendril has draggtds the stem towards the support 
(Photograph courtesy J.H. PalmeT) 

than those on the side making contact (Figure 8.11). Coiling 
is a tropic response, since direction of curvature relates to the 
direction of touch. Touch stimulation is continued during 
coiling so that tendrils ultimately twine several times around 
the object. The rest of the tendril may then show spontaneous 
coiling which effectively pulls the stem nearer to the contact-
ed. object, giving mechanically superior support (Figure 8.12). 
This second phase is often in the opposite helical direction 
and may be initiated by tension. 

Tendrils detect contact via sensory epidermal cells called 
tactile blebs. These cells are rich in microtubules and actin 
filaments, suggesting an involvement of the cytoskeleton. 
Touch sensing by the sensory bleb is converted to a signal 
which results in coiling commencing only a few seconds after 
contact. Coiling is due partly to changes in cell turgor and 
partly to cliH'erential growth along opposite sides of the tendril. 

8.2.5 Phototropism 

Phototropism is a curvature in relation to directional light. In 
ferns, conifers and flowering plants, positive phototropism, 
that is, curvature towards the light source, is the dominant 
response. Phototropism assists cotyledons and emerging leaves 
to maximise light interception for photosynthesis, before a 
seedling's food reserves are exhausted. Seedlings of some trop-
ical vines, for example Monsteta and Philodendron, are instead 
negatively phototropic and direct their stems towards the 
shadow cast by tree trunks, which these vines need for sup-
port.Among lower plants, filamentous algae can grow towards 
or away from a light source and in bryophytes sporophyte 
stalks show positive phototropism. 



Phototropism appears to occur in three stages: light per-
ception, transduction and curvature. illuminating a seedling 
from one side establishes a light gradient across the width of 
the stem, because light is absorbed by various pigments. By 
measuring the positive phototropic response to exposure to 
different wavelengths of light, an 'action' spectrwn can be 
established (Figure 8.35). In coleoptiles, this action spectrum 
has major peaks in the ultraviolet (370 nm) and in the blue 
region (42o-475 nm). This stimulated a search for chro-
mophores which efficiently absorb blue light and resulted in 
carotenoids md flavins being identified as possible photo-
ttopic sensors. Rapid progress in the 1990s has led to identifi-
cation of a flavin, in the form of FAD (ftavin adenine dinu-
cleotide), as the chromophore which is coupled to a soluble 
protein to generate the complete flavoprotein photoreceptor 
(Cashmore 1997). Potassium iodide inhibits light absorption 
by fiavins and can reduce phototropic responses. During the 
transduction stage in etiolated gnss and cereal seedlings, the 
absorbed blue light may cause auxin (indoleacetic acid, IAA), 
which normally moves down the shoot from the tip, to 
migrate towards the shaded side. This would promote more 
elongation in the shaded side than in the illuminated side, 
causing bending towards the light during the subsequent 
growth response. Evidence for redistribution of IAA, rather 
than its destruction on the illuminated side, comes from 
experiments in which stem segments were placed vertically 
on agar receiver blocks after the stem tip had been cut off to 
remove the source of namrally produced IAA. An agar block 
containing 14C IAA was then placed on the apical end of the 
seem segment. When the stem segments were illuminated on 
one side, it was found that distribution of 14C label in agar 
receptor blocks on the illuminated and shaded side was in the 
ratio of25:75, and in the tissue was 35:65 for the illuminated 
and shaded halves. Of course, the label may have been con-
verted to other compounds and endogenous auxin in intact 
plants may behave differently. Indeed, no IAA gradient is 
found in many graviresponding tissues (Mertens and Weiler 
1981). We must therefore conclude that gross IAA redistribu-
tion is not the only cause of phototropic bending. An alterna-
tive explanation is that lAA may need only to move between 
adjacent tissue layers, perhaps &om the cortex to the more-
auxin-sensitive epidennal cells (Macdonald and Hart 1987). 
Because unilateral illumination does induce other rapid 
changes in stem cells, leading to growth inhibition on the illu-
minated side and curvature tow.irds the light source, there 
may be no need to invoke a long-distance signal such as 
auxin. 

Heliotropism is a variation of phototropism where the leaf 
lamina and apical bud respond to changes in direction of the 
sun's rays, and track the movement of the sun. Generally, incli-
nation to the sun remains constant during the day and this 
optimises radiation interception. Sunflower leaves and flower 
heads provide a good example (Figure 8.13). In leaves, lamina 
inclination in the daytime is controlled by diurnal petiole 
straightening, curvature and rotation. During the night, leaves 
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Figure 8.tl Diagrams of helioaopic movement of auNlawer le1M1a &om 7 
am co S pm. Lamina inclination chugu for le.w1 on the east (E) aud west 
(W) sldu of the plane, to that &hey maintain a ttlAdveJy constant angle to the 
solar beam (S). as the sun moves &om east to _, during the day. During 
the night, Inf positions recover to their starling point. Lamina indinalion is 
controlled by curvature of th• petiole, which Is not abown bl tbete dnwings 
(Reproduced, wich pcrmWion, lrom Lang and Begg 1979) 

return &om a westerly inclination at sunset to face east at sun-
rise. Heliotropic leaf movement is dependent on continued 
petiole growth and ceases at leaf mamrity. 

Overall models for control of tropisms 
The pioneering studies on auxin responses in coleoptiles have 
undoubtedly influenced present-day models, yet vigorous 
debate among researchers continues on the wider importance 
or otherwise of auxin in tropisms, especially where sensing 
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Table 8. 7 Types of growtlr differential induced during tropic responses. All tlrese tropisms result iri redirection of the growing tip, but liow t/Jis is ad1i'1ted 
varies.. 17it only optio11 not represented here is differential acceleration of borlr sides, presumably beCAusc an ovtrall inc:rease in growtl1 rate is more difficult to 
sustain in tissues tl1at were already growing before tlie response started 

Tropism type Specie,, Organ 

Phorotropism Oar Coleoptile 
Cress Hypocotyl 
Cucumber Hypocotyl 
Mustard Hypocotyl 

Gr.avitropism (-) Sunflower Hypocotyl 

Cucumber Hypococyl 
Wheat Node 

Gravittopism ( +) Pea Root 
Cccss Root 
Maize Root 

Wheat Root 

+= stimulation of growth compared with previous rate; 
0 = no change compared with previous growth rate; 
- = reduction of growch compared with previous rate; 
- = reduction greater than tint observed on other side of organ. 
Information derived from Firn and Digby 1980 and Hart 1990 

(a) 
20 
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Nature of g rowth differential 

Faster side 
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0 
+ 
+10 
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Zone3 

Source 

Franssen et al. (1982) 
Fr.mssen et al. (1982) 
Franssen ct al. (1982) 
Rich et al. ( 1987) 
Curington and Firn (1985) 
Berg el al. (1986) 
Cosgrove (1990) 
Bridges and Wilkins (19?3) 
Konings (1995) 
Sclker and Sievers (1987) 
Barlow and Rathfeldcr (1985) 
Evans et al. 1986 
Rufelt (1971) 
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Figure 8.l.f DUl'ereatial growth during phototroplc tHpoaae of oat (AMIO 
111llN) coleoptiles. Curvanue is dlle to growth in all zones of the coleoplile 
1topping 1imullaaeo111ly on the illumlnated tide, but continuing unch1.11ged 
on the sh1cled ilde. Zone l ls neuell the apn.. (a) lutact coleopliles: (b) the 

n1poaae nmdlll the same in inuct coleoptiles wich tip covered by a black 
cap, rot.dog oa • horizontal clioo11at at t.2 rpm. 
(Reproduoed, with permission, &om Fnnssm ti ttl. 1982) 



and responding cells are the same (Trewavas et al. 1992). Some 
researchers have attempted to generate a single model to 
explain all the types of differential growth that are represent-
ed by tropisms. Early researchers, including Charles Darwin, 
measured responses by angle of curvature either towards or 
away from the stimulus. However, detailed kinetic analysis has 
revealed that, perhaps surprisingly, there are at least four ver-
sions of growth differential. Some involve growth acceleration 
and some, deceleration (Table 8.7; Firn and Digby 1980). It is 
hard to envisage a single growth-regulating chemical, whether 
auxin or not, being laterally redistributed and causing some-
times net growth promotion, sometimes net growth inhibi-
tion and sometimes no change at all in growth rate on one 
side of the organ (Franssen et al. 1982). Coleoptile tips are very 
sensitive to light and may initiate a basipetal wave of growth-
regulating chemical, but it is difficult to reconcile this notion 
with the observations that (a) all growing regions of oat 
coleoptiles initiate a response at the same time {Figure 8.14a) 
and (b) virtually the same response can occur even when the 
coleoptile is covered with a black cap (Figure 8.14b). Overall, 
greater progress has been made on the signal perception sys-
tems for light and gravity than on how the signals are trans-
lated into altered growth patterns. 

8.2.6 Nastic movements 

Nastic responses differ from tropisms because the direction of 
movement is not related to the stimulus direction but is 
instead dictated by the plant. Many legumes with divided 
leaves such as Lcucaena (Figure 8.15), Phaseolus beans, and the 
pasture species Siratro (Maaoptilium atropu1pu1eum), widely 
grown for forage in Queensland, are good examples. Early in 
the morning on hot days, leaflets are oriented horizontally, but 
as temperature and solar radiation levels rise the leaflets move 
to a vertical position perpendicular to the sunlight. This is 

Figure 8.15 llugo:r-bued n•ttic movemeni. of ledet1 o( piml•CI beUI 
Ioeume lave&. Left. hor12onc:al lea4eb of l.nuM!t11 early kl the cby. Right, 
lealletl folded to Vvercical •t mid-cby , with lcdetl edge-on to the aun 
(Phot0813ph counesy C.G.N.Tumbull) 

helionasty, which cuts down radiation absorption and conse-
quently reduces water use and overheating.When solar radia-
tion declines towards dusk, leaflets return to their former hor-
izontal position. In legumes, movement is controlled by 
reversible turgor changes in a small fleshy dhow, the pulvinus, 
located at each leaflet or pinnule base, which can flex back 
and forth as water flows in or out of the pulvinus cell vacuoles. 

(a) Seismonasty 
Seismonastic or thigmonastic movements are rapid responses 
to vibration, touch or flexure. Examples are the high-speed 
bending of leaf pulvini in the sensitive plant Mimosa sensitiva 
(Figure 8.16), and the curvature of hairs of insectivorous 
plants. In the case of the Venus fly trap, sensory hairs coupled 
to an electrical signalling system require stimulation at least 
twice within a 30 s period (Simons 1992). This appears to 
allow the plant to discriminate single pieces of debris from an 
insect crawling within the trap. Most seismonastic movements 
result from the explosive loss of water from turgid 'motor' 
cells, causing the cells temporarily to collapse and inducing 
very quick curvature in the organ where they are located. 

Figun 8.16 Seismonulic monment of pinnae 1111d pinaulei in leave1 of the 
ffnlltive planl (Mf,...,a Ufllltlrw) (•) befoft and (b) after touch stimulation 
(Photogr.iphs courtesy J .H . Palmer) 

(b) Nocturnal 'sleep' movements 
Leaves and leaflets that become vertical at night are called 
nyctinastic. This is commonly termed a 'sleep' movement, 
although these plants do not actually slow down their metab-
olism at night. The 'Prayer Plant'(Maratrta) is a good example 
(Figure 8.17). Sleep movements are either growth based, and 
therefore cease at leaf maturity, or are caused by reversible tur-
gor changes in the pulvinus. 

Turgor-based pulvinus flexure 
Turgor-based sleep movements are exhibited by many 
legumes. Examples are dover (Trifolium), bean (Phaseolus), 
Bauhinia, Coral tree (Erythrlna) and many tropical legume 
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Figure 8. 17 Leaf movHnenlS in the 'Prayer planr' (MdNlfl4 &lcolor), an orna-
menl:ll. house pl.ant. (a) l.uf lamina in a near horizontal daytime posicion. 
(b) Leaf inclined down inco a.igh~iime podcion. The leaf movement Is 
caused by turgor change• in the fleshy pulvinus ar the base of the leaf blade 
(Phocograph councsy J.H. Palmer) 

trees, such as Pithecelobium saman and Leucaena. Turgor-based 
sleep movements occur mainly in compound leaves with a 
mechanism similar to helionasty. The daily rhytlun of water 
movement results from a tlux of potassium ions from one side 
of the pulvinus to the other, either increasing or decreasing 
the water potential of cell vacuoles in each half. 

Growth-based petiole epinasty 
Other species follow a daily rhytlun ofleaf movement due to 
differential growth of upper and lower halves of the petiole. 
The day-night rhythmic curvature of the petiole is not relat-
ed to a directional stimulus and is termed 'epinastic'. Like tur-
gor-based 'sleep' movements, magnitude varies with the 
amount of solar radiation intercepted. Epinastic growth 
movements may be caused by diurnal changes in production 
of the plant hormone ethylene, which promotes growth of 
cells on the upper side of the petiole, inducing downward 
curvature (Figure 8.18). Leaves constantly produce small 
amounts of ethylene and, according to one hypothesis, pro-
duction increases towards the end of the day. moving the lam-
ina from horizontal to vertical. The opposite would occur 
towards the end of the night, allowing the lamina to return to 
the horizontal daytime position. Supporting evidence comes 
from petiole cells where ability to respond to ethylene is 

Figure 8.18 Growth-based epinaslic curv11tunt in JunJlower petiolel. The 
plane on the right -• eiq>0ffd co 2.0 "' of ethylene in the surrounding air 
for 10 h. The epioasdc curv.atute of the pedoles is due to growth of cells in 
the upper half of the pedole being strongly promoted by ethylene, causing 
the upper half to increase In length and induce the obserwd downward cur-
vature of the petioles. Older leaves at the base of the plant have ceased 
growth and hence their petiole• do not respond to ethylene 
(Photognph counc~y J.H. Palmer) 

blocked by silver thiosulphate, and the epinastic leaf move-
ment subsequendy disappears. 

Nocturnal leaf folding may help plants to conserve water 
by promoting dew formation, since the air and soil beneath 
the canopy cool more rapidly after the canopy has folded up 
or become vertical. The lower temperature then promotes 
dew development, which falls to the ground around the base 
of the plant, supplementing rainfall. 

Growth-based epinasty is also seen in many dicotyledonous 
seedlings during germination, when the end of the shoot is 
bent over in a plumular hook. The hook is a temporary struc-
ture which protects the apical bud as the shoot pushes 
through the soil. It is created by cells on one side of che 
plumule expanding more rapidly than cells on the opposite 
side, possibly in response to ethylene, which is produced by 
the plumule in darkness. On reaching the soil surface, the 
plumule is exposed to daylight which appears initially to 
reverse and then to caned the differential response to ethylene, 
and consequendy the stem straightens. 

8.3 Reproduction 

8.3.1 A time to flower 

Survival of many plant species depends on setting seed well in 
advance of seasonal environmental extremes including frost, 



heat or drought and particularly during pollen formation and 
pollination. Synchrony of flowering is also beneficial especial-
ly for outbreeding species which must time their reproduction 
to coincide with flowering of other individuals or genotypes 
and often with the presence of insect and bird pollinators.The 
natural light and temperature environment provide much of 
the seasonal information essential for control of flowering 
time, but plant age or maturity can also be important. 

(a) Plant maturity and flowering time 
Many plants grow vegetatively for periods ranging fiom weeks 
to years :md then flower autonomously, apparently without 
identifiable environmental control. Aowering of25-30-year-
old bamboo is one such ex:unple: no environmental cue is 
known for this species. Perhaps it has its own built-in devel-
opmental clock which detennines dowering time as in some 
annuals which flower autonomously. In contrast, other species 
may flower late due instead to inappropriate cultural or envi-
ronmental treatments. In this instance, flowering may not 
occur irrespective of whether the juvenile phase has ended. 

In some species, flowering occurs after the apex has pro-
duced a particular number of leaves. This apparent leaf count-
ing may reflect an interplay between older leaves and the 
roots. In tobacco, for instance, proximity of the roots to the 
main shoot apex is critical. Plants remain vegetative until the 
shoot apex is more than five to seven leaves above the roots 
or above a zone of experimentally induced root formation on 
the stem (McDaniel 1980). 

Extremdy fast Bowering without any apparentjuvenility is 
seen in some desert annual plants. They may germinate and 
reproduce rapidly after rainfall, forming as few as two or three 
leaves and then flowering. The terminal shoot apex and all 
axillary apices may become floral. More often, however, such 
rapid Bowering is restricted to either lateral or terminal 
meristem{s), leaving a second population of meristems avail-
able for further growth. and reproduction if favourable condi-
tions persist (Hayashi et al. 1994). 

With some agricultural crops bred for earliness of flower-
ing, such as soybean and rice, early maturity may have result-
ed from a shortening of the juvenile phase (Evans 1993) nther 
than fiom changes in sensitivity to environmental cues. Thus, 
for some crop plants, duration of juvenility can influence 
chronological and developmental time from seed germination 
to flowering, regardless of other physiological controls of 
flowering. 

As an adaptation for survival,juvenility is an advantage and 
a single gene controlling its dur.1tion is known in Pisum 
(Murfet 1985). Embryonic flowering (emf) may peform a 
similar role in Arabidopsis.As discussed later, several other flo-
ral-specific genes also influence aspects of this floral transition. 
In contrast to the abbreviated juvenile phase of annuals, 
perennials such as apple or nungo have a juvenile phase often 
lasting five to eight years. Various cultural and envirorunental 
manipulations including drought, nitrogen fertilisation, stem 
girdling, grafting and C02 enrichment can reduce this peri-

od in conifers (see Pharis and King 1985). The juvenile peri-
od of some Eucalyptus species can also be shortened from two 
to three years to 9-12 months if grafted cuttings are exposed 
to cool inductive conditions and treated with. an inhibitor of 
gibberellin biosynthesis. Endogenous gibberellin A 1 (GA1) 

levels were lowered by this treannent (Moncur and Hasan 
1994) so high gibbercllin levels may be one component of 
prolonged juvenility in Eucalyptus. We will see later that in 
other species gibberellins may promote Bowering, so we need 
to make clear distinctions between species, process (breaking 
juvenility or inducing flowering) and even the type of gib-
berellin (see Pharis and King 1985). 

(b) Flowering time and environment: photother-
mal input 
Environmental factors that limit plant growth may also pro-
foundly influence flowering time. Suboptimal growth condi-
tions may delay Bowering and give an apparent extended 
juvenile phase, and often light intensity, light duration and 
temperature are major limitations. Thus, a summation of both 
inputs (the photothennal sum) over all or part of the calendar 
year helps to characterise the growing season. Photothennal 
swns indicate whether there is adequate time from sowing to 
seed maturation for an annual crop or wild plant species. The 
yearly cycle of solar radiation highlights how this varies with 
latitude {Figure 8.19). There are losses due to cloud and to 
atmospheric interception. Of the remaining sunlight, the vis-
ible/photosynthetic component is about 45% and the rest is 
'heat'. 'fhe calculation of photothermal units integrates these 
heat and visible light inputs. For example, although daily pho-
tosynthetic Bux at extreme latitudes may be high in summer, 
the growing season is extremely short. 

Thermal sums (based on a heat sum above a 10°C base) 
have been used in the USA to predict the likely penalty in 
Bowering time, and hence in yield, fiom growing long-season 
(late Bowering) corn varieties at a higher latitude (Figure 
8.20).To maintain yield, breeders have had to obtain lines with 
shorter growing seasons, in this case selecting varieties with 
more rapid early seedling growth and therefore requiring 
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smaller thennal sums. Similar approaches with other crops 
such as soybean have used data from analysis of field environ-
ments and controlled environment studies (see Evans 1993). 

Photothermal responses for perennial crops are more com-
plex, partly because flowering may relate to current and pre-
vious years' environmental conditions. Controlled environ-
ment experiments help us unravel some of the interactions. Iii 
vines such as grape and kiwifruit, the extent of bud dorman-
cy can be determined on cuttings taken fiom 'winter' canes 
and transferred to controlled environment cabinets. This 
enables prediction of timing of field budburst for each culti-
var (see Section 8.1.3). 

Another approach with perennial plants involves collection 
of field flowering and temperature data over a number of 
years at different latitudes. For two ericaceous shrubs a heat 
sum model predicted flowering times at eight field sites in 
Canada (Reader 1983) and similar heat swn relationships have 
been shown for another 15 species at 200 latitudinal sites in 
Alberta. The earliest spring flowering species had the smallest 
heat swn for flower opening. 

Infonnation on climate and plant responses to the envi-
ronment provides one way to estimate global reproductive 
potential. In equatorial zones, temperarure and irradiance 
change less over the year (Figure 8.19) and time of flowering 
may instead reflect seasonal rainf.ill patterns. In wanner tem-
perate zones, early spring flowering and adaptation to inter-
mediate heat swns can ensure reproduction prior to high 
sununer temperatures and drought stress, but a second 
favourable climatic window is autumn. At high latitudes or at 
altitude, growth and Bowering occur during midsununer. 

Although these ideas can explain seasonality of flowering, 
photothennal relationships match best to the period of devel-
opment up to flower opening (Reader 1983).They apply less 
well to floral induction, which is often a response to specific 
episodes of high or low temperature and/ or to seasonal 
change in daylength. Assessment of such responses is best 
studied in controlled environment chambers where each 
component can be varied independently. In this way we can 
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Figure 8. 20 Heac sums for com growth have been comput• 
ed fiom 30 yean of temperature records for the com belt of 
the USA. The numbers represent the cumulative amount of 
heat above a to•c base (the nominal lowrr limit for Uowth) 
over a whole growing season. Varieties for the colder zones 
need to be fast growing and require a smaller heat sum If 
they are to yield well 
(Front Newman 1971) 
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Flgiue 8. 21 Eft'ecc of seasonally changblg total radiation on indorescitnco 
iniliacion in Loll11m ttmJlltntNm growing in • fuc.ed-cempttature regjme. Plants 
either tlowe«d after a single long-day (1W) ellposure given ac dUferent 
times of year or remained vegetative in short days (SD). L. ttm•lt1tt11m is a 
long-day plant with apex length 2: 1 mm indicating cnmition to a tloral 
state, measnred 2 t d following ll.oral induction 
(Based on King and Ewns 1991) 

reveal effects on flowering of seasonal changes in amount and 
duration of daylight, the 'photo' component of photothermal 
responses. As shown in Figure 8.21, flowering response of the 
grass Lolium temulcntum varies with irradiance at the ti.me of 
exposure to a single inductive long day. Increase in photo-
synthetic input is beneficial but is not the major limiting fac-
tor for flowering. Rather, daylength (photoperiod duration) is 
the major determinant of flowering in this and many other 
species. 

(c) Daylength and Bowering time 
As long ago as 1914, scientists recognised that daylength reg-
ulated flowering time of hops (Humulus japonicus} and by 1920 
two Americans, Garner and Allard, had demonstrated 
daylength control of Bowering of many species. They tenned 
the species either short- or long-day plants (SDPs or LDPs). 
SDPs flower in response to a decrease in daylength, that is, an 



increasing length of the daily dark period and a shortening 
photoperiod; LDPs flower in response to increasing photo-
period.As well as causing flowering, daylength can also influ-
ence winter dormancy of buds, tuberisation, leaf growth, ger-
mination, anthocyanin pigmentation and sex expression. 

Change in daylength is identic:ll from year to year (Figure 
8.22) and so provides precise infonnation on season. Thus a 
photoperiodic plant C2Il time reproduction to avoid mid-
summer drought, autunm cold or late spring frosts. Summer 
flowering at higher latitudes typically will involve a response 
to long days. In the tropics, daylength changes little, so selec-
tion pressure could be for daylength insensitivity or short-day 
response, provided plants could measure such small changes in 
daylength.Withrow (1959) calculated that to measure season-
al time to within one week required a 1-3% precision in mea-
surement of daylength. Only a 4-12% precision was required 
for accuracy to within a month. In the tropics, a 1-3% accu-
racy would mean distinguishing photoperiods differing by 
7-21 min around a 12 h daylength. Remarkably, several 
species including some tropical plants do show such accuracy. 
In studies with rice, a tropical SDP, Bowering occurred 30 to 
SO days later when the photoperiod was increased by only 
10 min, fiom 11 h SO min to 12 h (Dore 19S9). 

Detection of daylength involves a photoreceptor called 
phytochrome. This pigment detects very low energies of visi-
ble light, especially red and far-red wavelengths. The con-
sequence is that major daily and seasonal fluctuations in pho-
tosynthetic light intensity do not influence measurement of 
daylength. So sensitive is phytochrome that at latitudes up to 
40°, plants respond to twilight radiation for about 20 min after 
sunset and before sunrise (Salisbury and Ross 1983). At high 
latitudes, the midswruner sun may never set as fu as phy-
tochrome sensing is concerned. We return to discussions of 
phytochrome in Setion 8.4. 

The duration of daily light/darkness which is effective for 
flowering may be very precise or very broad. Such contrast-
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ing patterns are illustrated in Figure 8.23 along with typical 
long-day, short-day, intermediate, ambiphotoperiodic or day-
neutral (indifferent) responses. Daylength-indifferent types 
represent less than 15% of the 150 or so grass species reviewed 
by Evans (1964). although this proportion may be an under-
estimate as 'observed' day-neutral responses might not always 
be reported. 
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figure 8.:ZJ Control of doweria1 by daylt11gth in (•) several ttrlllm of a 
long-day gnu, (b) two abort-day gnueo, (c) three intermedi11..-day gnssea. 
(d) a dayleagth-bldifrereot and an ambiphotopel'iod.ic gnu 
(From EY211S t 9f>4) 

Within a species there can be large differences in photo-
period response, as in the LDP Phleum pratense (Figure 8.23}. 
The full range of daylength response types may even be found 
within a single species. For example, in a controlled environ-
ment study of 30 ecological races of the Australian grass 
Themeda australis, Evans and Knox (1969) found that low-lat-
itude strains, from 6° to 15°S, behaved as SDPs (Figure 8.24). 
Races from more southerly origins to 43° were LDPs with 
some responsive to vernalisation (see later}. This ecotypic vari-
ability exemplifies heritability and adaptability of environ-
mentally responsive flowering and appears to have aided 
reproductive success of Themeda. If the species migrated to 
Australia via Asia and New Guinea, it would probaly have 
adapted from a short-day response to day neutrality or sensi-
tivity to long day and to vernalisation. 
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Some plants will flower after just one cycle of the appro-
priate daylength. Cocklebur (Xanthium strumarium) and 
Japanese morning glory (Pharbitis ni~ are classic examples of 
SDPs responding to one short day, or more correctly, one Jong 
night. Similar single-cycle responses are found for LDPs such 
as Lolium temulentum (Figure 8.21). Other species require sev-
eral days (e.g. soybean, strawberry) or weeks of exposure 
to the appropriate daylength (e.g. Geraldton wax, chrysanthe-
mum). In some plants a sequence of short days must precede 
long days (SLDP) as for some clovers (e.g. Trifolium repens) and 
grasses (e.g. Poa pratensis). Conversely, some species respond as 
long-short-day plants (LSDP) including Aloe, Bryophyllum and 
some mosses and liveaworts (see summaries in Lang 1965; 
Vince-Prue 1975). Some dual photoperiodic responses may 
be satisfied simultaneously so that flowering is best at inter-
mediate daylengths (e.g. some sugar cane genotypes). The 
converse is also known, ambiphotoperiodic response, with 
best dowering at either short or long days but not at inter-
mediate daylengths (Figure 8.23). Separation in time occurs in 
some grasses which respond to short days for primary induc-
tion leading to a microscopically visible indorescence but later 
to long days for subsequent development to anthesis (Heide 
1994). 

( d) Low temperature and flowering time 
Vernalisation responses 
Although growth is limited by low temperature, scientists in 
the mid-nineteenth century recognised that floral initiation of 
many species requires exposure to cold. For a temperate cere-
al such as wheat, low-temperature exposure of imbibed grain 

figure 8.24 EII'ecl of site of origin of dones of 
11imit41r IUllNlls on their flowering in reaponse lo 
daylength (S = short day, L = long day, N = neutral, I = 
indifferent) or to vernaliulion (V) 
(Front Evans md Knox I %9) 

caused winter lines to flower like their spring wheat counter-
parts. We term this response vernalisation, meaning 'to become 
spring-like'. 

Vemalisation-responsive species include winter annuals, 
biennials and perennials. Many are also LDPs including some 
grasses and species with a rosette growth habit. Effective tem-
peratures for vernalisation range between -6°C and 14°C, 
with most temperate species responding best between 0°C 
and 7°C. In all cases, these temperatures are below those opti-
mal for growth. Floral primordia are sometimes initiated dur-
ing the cold period, as in brussels sprout, turnip, stock and bul-
bous iris. Alternatively, cold treatment is a preparatory phase 
enabling later initiation of flowers. 

Generally, prolonged exposures of one to three months are 
required for vernalisation but this varies with temperature and 
species. However, as with photoperiodic species, some 
respond to a single cold day. for example chervil. In Geum, the 
vernalisation period depends on meristem location, ranging 
from two to three months in axillary meristems to one year 
for the terminal apex. Heterogeneity of fl.oral response of 
meristems has clear adaptive benefits, whether for perenna-
tion as with Ccum or for opportunistic responses to rainfall as 
for desert ephemerals (see above). 

A:s with photoperiodism, dependence of dowering on ver-
rutlisation changes with latitude. For example, a vernalisation 
response appears only in high-latitude ecocypes of Themeda 
australis (figure 8.24) and is likewise more important for 
species and ecotypes from higher altitudes. European thistle 
( Cirsium vu(gare) collected from the Mediterranean to 
Scandinavia exhibit vemalisati.on requirements predominantly 



Table 8. 8 VtrtU1lisation (low-temperature) responses can oaur in pea 
jPisum sacivum) w/1erc the shoot apex was not cold tret1ted. Scion-stock 
graft pairs were scored for node position of first flower. Eitl1er or botl1 or 
neither of eacl1 J14ir were cold tmitcd prior to gra.fting, and were compared 
witJr intact cold-treated and wann control plants. 111e e1Jrlie1 .flowering in 
the majority of the plants in the warm/cold combitU1tion itldirates a grafl-
transmissible signal due to cold peruption in the cotyledons or the root 

lnuct plants 
Warm 
Cold 

Grafted plants (scion/ stock) 
Warm/warm 
Cold/cold 
Warm/ cold 
Cold/ W3rm 
(From Reid and Murfet 1975) 

First flowerUig node 

34-50 
9-24 

32-46 
12-24 
12-16 (62%) or JQ-48 (38%)" 
18-22 

Nodes arc numbered 6:om base of plant: where two zones ftowered, 
the percentage of plants in each category is shown in brackets. 

in lines from colder, more northerly sites (Weselingh ct al. 
1994). In addition to latitude effects in the grass Phalaris 114uat-
ica, there is a superimposed altitudinal dine. 

Leaves sense photoperiod, but perception oflow tempera-
tures resulting in vernalisation responses can be by the shoot 
apex instead. Chilling of leaves is usually ineffective (Bernier 
et al.1981). However, cold-treated le2f cuttings of species such 
as Lmaria and Th!aspi arven.se, and even chicory root explants, 
regenente plants which flower without further vernalisation 
(Metzger 1988). One hypothesis is that vernalisation respons-
es may be initiated only at sites with potential for cell divi-
sion, that is, meristems or regenerating tissues. On the other 
hand, in pea and sweet pea, there is clear evidence of trans-
mission of vernalisation signals across graft unions (Table 8.8). 
In these experiments, perception of cold must have occurred 
in cells other than those in the responding shoot apex. These 
species also exhibit normal shoot apex vernalisation respons~ 
es, so there can be two different mechanisms oflow-temper-
ature sensing. 

The presence of water and metabolic activity are essential 
requirements for vemalisation. We deduce this from vernalis-
able species which can respond during seed germination. 
Radish seed, for example, cannot be vemalised when dry or 
in a nitrogen atmosphere. 

The vemalised state is quite stable in seeds of some species: 
they can be dried after cold treatment, even stored for long 
periods, and then sown without loss of response. However, 
particularly with marginal vernalisation, temperatures imme-
diately following often need to remain below 25°C to prevent 
devernalisation. High temperature up to 40°C for a few days 
sometimes annuls a preceding cold exposure (Bernier et al. 
1981). Indeed, devemalisation every summer may reset the 
flowering of perennial plants so that they require renewed 
vemalisation each winter. 

Photoperiod requirements post-vemalisation are diverse. 
Many winter annuals or biennials require long days following 

vernalisation. For example, vernalised Hyoscyamus will not 
flower under short days but under long days promptly forms 
flowers, even with 300 short days between vernalisation and 
induction. In contrast, sensitivity of spinach to inductive long 
days is altered following cold treatments with a shortening of 
the critical day length from 14 h to 8 h. A few cold-responsive 
plants, such as chrysanthemum, require short days after ver-
nalisation. 

The genetics of vernalisation range from simple to very 
complex depending on the species. For example, a single locus 
distinguishes the biennial, cold-requiring strain of Hyoscyamus 
from its annual counterpart. By comparison, vernalisation of 
hexaploid wheat involves at least three loci (Vrn 1, 3 and 4), 
probably reflecting it<> genetic complexity. 

Pea and Arabidopsis normally respond both to photoperi-
od and to vernalisation. Of the many late-flowering mutants 
known, some are vernalisation responsive, including gigaJ (g1) 
in pea and luminidependens (Id) in Arabidopsis. There are also 
vernalisation-unresponsive and early-Bowering mutants. One 
simple explanation is that the wild-type products of some of 
these genes are inhibitors of floral induction or initiation or, 
conversely, stabilise vegetative growth. 

Vernalisation may involve decreased DNA methylati.on 
allowing activation of suites of genes including some involved 
in synthesis of gibberellins. for example, extending the earlier 
work of Hirono and Redei (1966), Burn et al. (1993) found 
that vernalisation-responsive late-flowering mutants of 
Arabidop.si.s treated with the demethylating agent 5-azacytidine 
flower.earlier than unvemalised controls. From this result, they 
concluded that demethylation occurs during vernalisation and 
leads to selective derepression of genes required for Bowering. 

Cool temperature respon.sc 
In addition to classic vemalisation responses, there are many 
reports of species, especially from warm climates where near-
freezing temperatures are infrequent, which flower if exposed 
to temperatures from 10°C to 20°C. For some tropical fruit 
crops (e.g. mango, avocado, lychee, longan), especially those 
grown in the subtropics (latitude 23°-30°) where substantial 
seasonal temperature changes occur, floral induction results 
from exposure to night temperatures of 10°-15°C. Because 
tropical species are relatively under-researched compared with 
their temperate counterparts, physiologists have yet to decide 
whether these cool responses have similar mechanisms to 
temperate vemalisation but arc adapted to a different temper-
ature range. Another possibility is that flower initiation and 
development are blocked/reversed by higher temperatures, so 
low temperature could merely be a passive condition permit-
ting expression of an innate capacity to flower. This may be 
the case for Acacia and rice flower (see King et al. 1992) but 
for Pimelea fmuginta, which Bowers if exposed to tempera-
tures below a daily average of 16-18°C for five to seven 
weeks, the response is inductive and higher temperature does 
not cause loss of developing flowers (King et al. 1992). 
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( e) Water stress and nutrition 
In some species including Lolium, Pharbitis and Xanthium, flo-
ral induction and development are blocked by water stress (see 
Bernier et al. 1981). For Lolium, an 8 h stress inhibited flower-
ing only if given at the time of the long day, not one day 
before or after. Shoot apex abscisic acid (ABA; see Chapter 9) 
content increased transiently up to l 0-fold in association with 
the brief water stress (King and Evans 1977). Furthennore, 
ABA inhibited Bowering if applied at the time of the long 
day. Later in .flower development, water stress or ABA appli-
cation can result in sterility in wheat. The problem is mor-
phologically aberrant pollen, but seeds are still set if plants are 
hand pollinated (Morgan 1980). 

By contrast, positive responses of flowering to water stress 
are also known. For the geophyte Ccophila rcnaris, growth 
under water-limited conditions for two months causes flow-
ering (see Bernier et al. 1981). Similarly, water stress coupled 
with enhanced photosynthetic conditions, high temperature 
and gibberellin application can cause precocious flowering in 
some conifers (Pharis and King 1985). In mango trees grown 
in the tropics with little temperature variation, seasonal flow-
ering appears to be promoted by water stress during the dry 
season. This may relate to trees having an extended period of 
suspended growth during which ability to ffower gradually 
develops, for example as a result of accumulation of stored 
carbohydrate. 

Nutritional status of plants has little direct influence on 
floral initiation, although in many species there are effects on 
flower number and on fruit and seed development. For exam-
ple, pollen fertility in wheat is reduced by excesses and 
deficiencies of trace elements including copper and boron 
(reviewed by Graham and Nambiar 1981). In strawberry, plant 
size and fruit and flower number increase as nitrogen supply 
is increased (Guttridge 1969), but the supply of nitrogen dur-
ing early stages of flower initiation may enhance vegetative 
growth not flowering. Such complex responses make it dif-
ficult to argue that transition to flowering requires low-nitro-
gen status coupled with enhanced carbon supply. Numerous 
studies have failed to demonstrate an inverse relationship 
between nitrogen supply and flowering and, as noted above, 
there are often positive effects on floral development (see 
Bernier et al. 1981). Perhaps a unique response to nitrogen is 
the dramatic increase in Bowering of apple supplied with 
nitrogen but only if supplied as ammonia (Grasmanis and 
Leeper 1967). Overall, mineral nutrients, while essential for 
growth, may not specifically regulate flowering. 

r- (f) Environmental and seasonal synchronisation 
of Bowering 

c 
n 

The species in its natural environment 
Control of seasonal flowering time may be as simple as the 
acquisition of a long-day or short-day photoperiodic response, 
or to both as in LSDP where exposure first to long sununer 
days is essential to guarantee flowering in the short days of 

aurumn.Alternatively, floral development may occur in spring 
when both temperature and irradiance increase rapidly to 
pennissive levels (Figure 8.19). A vernalisation requirement 
allows for spring flowering, or for sununer flowering when 
combined with a long-day response. 

Often, a combination of short day then long day, as well as 
temperature, is important in synchronisation of flowering of 
perennial grasses (Heide 1994). Comparison of envirorunen-
tal tolerances of Bromus inermis, a species adapted to lower lat-
itudes, and Poa pratemis, an arctic-alpine species, highlights 
how these inputs determine survival. For flowering, both 
species require short-day or low-temperature exposure· fol-
lowed by long days. The short-day response is strict in Bromus 
and, because of intolerance to low temperatures, it will never 
flower at the high latitude ofTromso (69°39'N}, as shown by 
its climate phototherm (Figure 8.25). The response of Poa, by 
contrast, overlaps an atetic phototherm (Tromso) but this 
species is intolerant of the higher sununer temperatures at 
lower latitudes. Dual induction responses also enable high-lat-
itude-adapted species to initiate inflorescence primordia in 
aurumn short days. The outcome is to maximise the number 
of summer days available for seed development because 
anthesis proceeds rapidly in the following sununer long days. 
even in the short, cool arctic growing season. 

Field to nursery transplantations have often demonstrated 
envirorunental influences on flowering, as noted above for 
vemalisation of Cirsium arvense. Alternatively, controlled en-
vironment studies of the type used by Evans and Knox have 
revealed ecotypic adaptation of flowering in Themeda (Figure 
8.24). Rarely have the two approaches been combined. Either 
photothennal models have been used to assess field flowering 
data or laboratory environmental response profiles have been 
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incorporated into empirical models predicting field response. 
However, with Pimelea ferruginea grown simultaneously in 
controlled environments and in the field over winter {King et 
al. 1996), there was a close match between effective tempera-
tures for Bowering in the field and laboratory. In addition, evi-
dence for a<hpt:ation to small (4°C) temperature differences 
came from a high-latitude ecotype from 31 °S which was 
unable to flower when tr.mspJanted to the warmer extreme of 
the species distribution (28°S). 

The environment and predicting.flowering time of field crops 
Phototherms only broadly define the tolerance of a species to 
its environment. A more definitive approach uses rates of 
response of flowering to photoperiod and temperature based 
on constants derived from controlled envirorunents.Threshold 
limits are also imposed to constrain models to response 
envelopes of the sort illustrated in Figure 8.25. Six crop 
species (soybean, cowpea, mungbean, chickpea, barley and 
lenril) sown at different latitudes and times Bowered in the 
field at times which correlate well with those predicted from 
a simple linear additive model (Lawn et al. 1995). However, no 
allowance is made for effects of light intensity and extreme 
conditions outside the threshold limits which can be impor-
tant for flowering, for example vernalisation or warm tem-
peratures. 

The environment and commercial nul!ery floriculiutt 
Prior infonru.tion on envirorunenbl response has been crucial 
to nursery production of potted flowering plants including 
the SDPs chrysanthemum and poinsettia. However, there may 
be inevitable compromises in some of the complex protocols 
required for commercial production of an Australian SDP, 
Geraldton wax. Its critical photoperiod is about 13 h, so the 
maximum tolerable daylength would be about 12 h from sun-
rise to sunset plus 20 min each pre·<hwn and twilight 
(Dawson and King 1993). Thus, in swruner, glasshouse black-
out curtains are used to maintain the inductive short day, but 
this is obviously not an option for field-grown plants. Glass-
house summer temperatures exceeding 35-40°C, well above 
the optimum for the species, are another problem. As 
a comparison, optimal mean daily temperature for chrysan-
themum is about 21°C (Pearson et al. 1993). Consequently, 
greenhouses are often shaded to avoid costly cooling, but then 
lower photosynthetic input may result in poorer flowering. 

Flowering of woody horticultural species 
Prolonged juvenility of woody species is a problem for grow-
ers and breeders of tree and vine crops. However, there are so 
many uncontrolled v:uiables in the field that it can be difficult 
to identify the inductive facto.cs. Yidds can be severely 
depressed by inappropriate timing of practices such as prun-
ing. irrigation and fertilisation. Furthermore, inductive condi-
tions may be required for several months. One solution for 
mango, lychee, olive and citrus has involved the use of con-
trolled envirorunents and 'mini' plants grown from cuttings. 

These showed that cool temperatures were required for 
induction, a response similar to Pimelea and many other orna-
mental and woody species. 

For some species, microscopic examination of shoot 
meristems has augmented our ability to make decisions on 
practical management of flowering. For example, in kiwifruit 
(Actinidia) and stone fruits (Pnmus spp.) floral induction 
occurs in the previous growing season, whereas in most sub-
tropical species no initiation takes place until winter. In the 
case of kiwifruit, it w:is discovered that late summer pruning 
was removing many of the floral apices (Snowball 1995). 

Clearly, knowledge of environmental etfects on Bowering 
has been essential for development of nursery, orchard and 
agricultural crops. Particularly for field crops, breeders have 
sdected for day-neutral responses. For glasshouse crops, geno-
type and environment have often been altered. The future 
offers many opportunities for applying our knowledge of 
daylength and photothermal responses. 

(g) Swnmary 
Plants depend on natural daylength changes (e.g. short day, 
long day, short day-+ long <by, long <hy-+short day and/ or 
low temperatures to regulate timing of reproduction. 
Progressively shorter days in autumn, for example, are likely to 
cause flowering in LSDPs.A requirement for low temperature 
(vernalisation) can ensure bienniality in spring-genninacing 
species. Many warm-adapted species appear to depend on 
cool ather than cold temperature for spring flowering. 

8.3.2 The processes of fl.oral 
induction and initiation 

Following discovery of photoperiod-regulated flowering, 
there soon followed evidence of leaves as photoperiod sensors, 
of a timekeeper involving endogenous circadian rhythms, of 
transmissible florigenic signals and of a resulting cascade of 
developmental changes at the apex. 

Although sometimes used loosely, it has long been clear 
that the term '.Bowering' embraces an amazing series of sig-
nalling systems and developmental transitions. Photoperiodic 
induction refers to photoreceptor-driven, leaf-specific 
processes. Flower initiation at the apex is now divided into 
fior:U evocation and fior:U differentiation; evocation describes 
the early processes occurring at the apex before irreversible 
conunitment and differentiation of flower primordia. 
Although the term 'florigen' W3S coined initially, there may be 
multiple transmitted florigenic stimuli so '.Boral stimuli' or 
'florigens' ate more appropriate. 

(a) Photoperiod and leaf photoresponse 
Sensing of photoperiod requires photoreceptor pigments and 
a responsive organ. Elegant experiments involving selective 
light exposure of different parts of the plant confirmed that 
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Number of 14115 
fl~gplants 

11115 15/15 
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97ID 

10/14 

Figure 8.26 A pttmanencly inductive state can be demonscnted for 
leaves of some photoperiodk species. After 28 days of shore days 
(SD), a leaf of Pmll11 ttNmed «>Jong daya (ID) will continue to pro-
duce grafc.trantmissible ~owering stimnlus for at least 97 days, 
involving me success.Ive gnfts of the same leaf co ngetalin, Jong-
day-grown receptor planis 
(Frum Zcc:vurt 1958) 

Table 8. 9 For Loli um temulentum, a single doylcngtl1 extension of 16 Ir with in<andesant (inc) or low or l1ig/1.fluores(cnt (fluor) illumination deter-
mines tile extent of infioresame inititJtion (apex lengtli). Initiation <an occur wid1 or witliout a change in apex sucrose content 

Inductive Photoperiod Extension PFD 
treatntent extension (l&mol rn"1 s-1) 

SD None 0 
1 LD Inc 11-14 
1 LO Fluor 11-14 
1 LD Fluor 200-250 
(From King and Evans 1991) 

the leaf blade is the photoresponsive site. Defoliated plants 
show little or no photoperiodic response and direct illwnina-
tion of the shoot tip is mostly ineffective. A leaf, once pho-
toperiodically treated, may be permanently changed. Leaves 
of the SOP Perilla, for example, exhibit a remarkable perma-
nently induced state to the extent that a single leaf is capable 
of cawing flowering when grafted in sequence to six vegeta-
tive receptor plantS over a period of 14 weeks (Figure 8.26). 

There are at least three plant pigments that could regulate 
photoperiodic flowering responses: chlorophyll via photo-
synthesis, phytochrome and the blue light receptor (see 
Section 8.4). Photosynthetic input will enhance flowering as 
shown earlier for the LDP Lolium (Figure 8.21). Measure-
ments of shoot apex sugars show that increased photo-
synthetic sucrose supply to the shoot apex may be important, 
but on its own it is insufficient. The primary requirement is 
instead for activation of phytochrome (see Section 8.4). For 
example, Lolium can flower in response to a single long day 
extended with non-photosynthetic light. Far-red-rich wave-
lengths from tungsten lamps are more effective than red-rich 
wavelengths from fluorescent lamps (fable 8.9}, and this is 
typical for LDPs. For another LOP, Arabidopsis, involvement of 
phytochrome in flowering is revealed by a brief (10 min) end-
of-day exposure to pure far-red (FR) light which promotes 
flowering with classic R/FR photoreversibility (Figure 8.27). 
What in perhaps surprising, considering the range of phyto-
chrome mutants in Arabidopsis, is that none of the mutants 
presently known for phytochrome A or B (see Section 8.4) 
delays flowering (Figure 8.27). 

Phytochrome's role in flowering in SOPs relates to increas-
es in the duration of the dark period (Figure 8.28). Light in 
the middle of the long inductive dark period (a 'night break') 
inhibits flowering ofSDPs - they experience a·'pseudo' long 
day. Conversely. night breaks may promote flowering ofIDPs. 

Apex length 
(mm) 

0.87 :t 0.2 
2.20 ± 0.1 
1.17 ± 0.4 
1.91 ± 0.1 

Wild type 

Flowering response 

Floral stage 

Vegetative 
florets 
Double ridges 
Florets 

No 
phytochrome A 

mutant 

Apex sucrose 
content 
(% DWt) 

2.65 ± 0.34 
2.86 ± 0.39 
3.41 ± 0.14 
6.98 ± 0.70 

DR 
~R+FR 
.R+FR+R 

No 
phytochrome B 

mutant 

Figure 8.27 Photonvenible, RIPR ttguladon of flowering in the LDP 
Aidltlop$& by either light-stable pbyiocbiome D or light-labile phytochtome A 
(Reproduced, wich pcri:n&ion, !icm Bagnall ti al. 1995) 

Photoperiodic: treatment 
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Figure 8.28 Effect of photoperlod aud aight-break interrapdon on dower-
iag of SOP1 and lDPt. The night huerraptioa may be less thaa 5 min of 
very dlm lipt, as ia aome SDP1, or may require prolonged (1-2 h) expo-
1nna, •in aome IDPs. 



For SDPs, the night-break duration may be amazingly brief 
(1-300s) and the response often shows R/FR photore-
versibility (Vince-Prue 1975; see also Section 8.4). Other evi-
dence from action spectra emphasises the importance of red 
wavelengths of light for SDPs in contrast to the response to 
far-red for LDPs. 

(b) Photoperiodic timekeeping 
Accurate measurement of daylength for control of flowering 
requires a 'photo' response via a photoreceptor, and a measure 
of 'period' generally involving a circadian, rhythmic, timer. 
Circadian, meaning 'about a day', refers to the natural period 
of these rhythms often being not exactly 24 h. In the absence 
of external stimuli, most rhythms manifest as free-running cir-
cadian cycles. However, the timing of dawn and/ or dusk 
entrain the rhythm to synchronise with exact 24 h cycles and 
hence provide an accurate daily clock used by both SDPs and 
LDPs. The currently favoured explanation of photoperiodic 
timekeeping involves rhythmic biochemical processes. 

In addition, phytochrome is clearly involved (Figure 8.27), 
but may not act as an instantaneous on/ off switch with respect 
to the light/ dark cycle. Phytochrome is rapidly activated in 
light but on return to darkness there can be a slow (- 0.5 to 
4 h) delay in disappearance of active phytochrome (the Pfr 
form) as it is degraded or decays back to the inactive Pr form. 
The consequence may be an offSet between when it is actu-
ally dark and when the plant perceives it is dark. I~ the 1950s, 
Borthwick and Hendricks proposed that this natural offSet, 
acting like an hourglass, accounted for photoperiodic time 
measurement in flowering (Hendricks 1960). Nowadays, the 
hourglass theory is often dismissed, especially as it would be 
limited to measuring dark periods only up to 4 h. However, it 
does provide a rational explanation of flowering of SDPs 
exposed to an extended long dark period and may well be a 
necessary component of photoperiodic timekeeping but per-
haps not the limiting factor. There may also be an essential sta-
bilisation period after Pfr decay during which other forms of 
timing may occur. 

Although daily light/ dark cycles set the phase and entrain 
24 h rhythms, this does not explain photoperiodic control of 
Bowering. For eX2It1ple, there are distinct phase settings ofleaf 
movement rhythms for the SOP Pharbitis nil when in long or 
short days, but flowering is stimulated only by short days. In 
1936, Bunning deduced that there is a second, additional, light 
response allowing or preventing expression of the rhythm (see 
Bi.inning 1960; Lwnsden 1991). The phase of the rhythm 
imposes or determines sensitivity of flowering to this second 
light input. The consequence is that, depending on daylength, 
light may or may not be synchronised with the dark-requir-
ing part of the rhythm (Figure 8.29) and so flowering is either 
prevented or allowed. 

Other rhythms have been revealed at the genetic and mol-
ecular levels. For example, Arabidopsis plants transformed with 
a luciferase gene (see Chapter 10) for bioluminescence cou-
pled to the promoter sequence for a clock-regulated plant 

Ftowmng of SDP 

• 0 

~ 
24 48 72 

No aowmng ofSDP 

0 24 48 72 
Houn 

figure 8.29 Daily light/dark cycles (empty/hatched anu) phase and 
tnttahl a &ee-rullfting drcadi1.11 (&om dn11-tllmt, meaning 'abouc • day') 
oscWadon to an euct U b cyde. Jc il proposed that one-half of the cyde 
tolerate$ light with the ocher balf (darkened portion) being intolerant. Thus, 
for the SDP, dowering is ooly pennitted with long dark periods. Hown-u, 
the duration ofJlght and darkness are both crucial components of dme mea• 
suummc 
(fused on Bunning I 960) 

gene gave a simple, visually assayed, indicator rhythm which 
was then used to screen for period length mutants (Millar et 
al. 1995c). None of the mutants influenced flowering 
response, so it appears that there may be several independent 
clocks operating. 

( c) Floral stimuli and inhibitors 
The diverse environmental influences on flowering make it 
unlikely that plants possess a simple, unique regulatory sig-
nalling system. At least for photoperiod responses, grafting 
experiments indicate the presence both of transmissible pro-
moters and inhibitors. However, isolation of florigenic chem-
icals from induced plants (Table 8.10) remains at a preliminary 
stage. We are still uncertain whether the floral stimulus (or 
inhibitor) is a single compound, a complex of compounds, 
whether it is photoperiod class specific, species specific or 
more universal. 

Grafting experiments have confirmed that leaves produce 
photoperiodic stimuli that are transmitted to the shoot apex, 
as discussed earlier for Perilla (Figure 8.26). For several long-
day and short-day species, pre-induced, grafted leaves or leafy 
shoots cawe flowering of vegetative recipient plants held in 

Table 8.10 Effea of plant extracts M .flowering ttsponst of seedlings of 
tl1e SDP Chenopodium rubrum held in long days. Extraas wtre of 
tobacto leaves .from plants in inductive sllort days or in non-inductive 
long days 

Short-day leaf extract 
(inductive acatment) 
Long-day leaf extract 
(non-inductive treatment) 
No-extract control 

Veg eta aw 
0 

100 

(From Chail~hyan et al. 1989) 

Flowering (%) 
Pre--ftoral ft oral 

SS 45 

0 0 

J 

J 

J 

1 
J 
J 

J 
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Figure I.JO Evidence for pnsea« of gnfc-tnnsmiulble 
inhibitors of Jloral inductiOll.. Flowering of the tobacco line 
'lnpezond i1 indiffetent to daylength (day-neutral plane, 
DNP) butTnpezoad nceptor shoou (')show delayed llow-
eriag if pafted with short-day (Maryland Mammoth, •> or 
long-day (Nl"'ll'"'" 11lw1lri1, A) totNIA:coa held la uafll\/Ounble 
photoperiod.J. Converuly, fawurable phocoperiods lead to 
tnauniHlon of a don! promoter 

Gmi donor Tniiezond DNP Marvhnd Mammoth SOP N. rt.lvestris IDP 
Graft receptor Tr:ipezoad DNP Tr:ipezondDNP Tnpc2'ond DNP 

Dey length Dayt to fl-r 
Long day 49 > 48 
Shon day 49 32 

non-inductive conditions (see Lang 1965 and Bernier et al. 
1981). Intriguingly, grafted leaves from day-neutral species 
may even be effective donors to LDPs or SDPs held in non-
inductive photoperiods. In a few cases, such as Sedum spectabile 
(LDP) and Kalarn:hce blsosifeldiana (SOP), interspecies grafts 
have also been successful. This tells us that, despite photo-
periodic differences, there may be conunon stimuli or com-
mon perception by the apex of different stimuli. 

Many unsuccessful, frustrating attempts to extract and 
identify Bowering stimuli have led ftorigens sometimes to be 
called hypothetical, non-existent or the holy grail of plant 
physiology. In addition to the tobacco extract example in 
Table 8.10, some positive results have also been reported for 
the SOP Pharbitis nil (Ishioka et al. 1991). In both studies, there 
was activity only in extracts from induced plants. Importantly, 
there was no activity for extracts of non-induced long-day 
leaves or their phloem exudates. We predict from experiments 
measuring speed of transmission that the signal moves in the 
phloem but no fiorigen has been chemically identified. The 
identity of inhibitory compounds is a further mystery. The 
main evidence for fioral inhibitors comes again from grafting 
studies, for example in day-neutral tobacco. When grafted 
with a I.DP tobacco, Nicotiana sylvcstris (Figure 8.30), the day-
neuttal line flowers late if the graft partner is in non-induc-
tive conditions; we deduce that it is producing an inhibitor 
that can pass across the graft union. The converse experiment 
with the long-day partner in inductive days led to early Bow-
ering of the day-neutral plant, so there is also a transmitted 
promoter (Figure 8.30). However, 'Maryland Manunoth', a 
short-day tobacco, lacks the graft-transmissible inhibitor, indi-
cating how difficult it is to unravel the complexities of sig-
nalling. 

(d) Hormonal involvement 
One reason for considering a role for plant hormones in the 
regulation of flowering is the frequent reports that their appli-
cation dramatically alters Bowering. However, correlations 
with altered endogenous hormone levels are not always evi-
dent, for example in the case of ABA content during floral 
induction in Lolium. By contrast, gibberellin application can 
cause flowering particularly of rosette plants. It may replace a 
need for vemalisation or long days in control of bolting and 
flowering (Ung 1965) and, as we will see later, endogenous 

23 ... (B:i.scd on Lang ti 11/. 1977) 

gibberellin content may also increase following envirorunen-
tal changes that lead to flowering. 

Some conunercia.l uses of hormones have followed. For 
example, ethylene synchronises .flowering and fruiting of 
bromeliads and is used worldwide for pineapple production. 
Conversely, inhibition of Bowering of sugar cane by ethylene 
is practised in Hawaii where yield is greater if flowers do not 
develop (Moore and Osgood 1986}. 

With some ornamental species such as Spathiphyllum, most 
conunercial growers use gibbercllin becawe one application 
halves the time to flowering from s.ix to three months. This 
early flowering is probably not related to juvenility, which is 
sometimes extended by applied gibberellin as in ivy (Hedera 
sp.) and shortened in EucalyptU5 nitens when gibberellin levels 
are lowered.After trcaanent with paclobutrazol, which blocks 
gibberellin biosynthesis, grafted seedlings flower massively and 
three to five years earlier than normal (see earlier comment 
onjuvenility and Moncur and Hasan 1994).Yec we find there 
are no generalisations. For conifers, high gibberellin level may 
overcome juvenility and applied gibberellins, in combination 
with harsh cultural conditions, allow flowering at one to two 
years rather than after 10 to 20 years (see Pharis and King 
1985}. For some non-rosette species, long days and/ or vernal-
isation can lead to rapid increases in gibberellin content 
(Metzger 1995) and inhibition of gibberellin biosynthesis may 
also block or delay flowering, which further suggests a link 
between gibberellins and normal reproductive responses. In 
species with no juvenile phase, gibberellins may replace the 
need for long days or vemalisation. For example, in the LDP 
Arabidopsis, a dwarf mutmt (ga1-3) which is blocked in gib-
berellin biosynthesis, .flowers later than its wild type. In short 
days, some of these mutant plants may never flower unless 
treated with gibberellin (fable 8.11). On the other hand, ver-
nalisation fails to stimulate .flowering. Evidence against a role 
for gibberellins comes from the normal flowering of dwarf 
genotypes of many species (e.g. pea, corn, wheat, rice) which 
arc blocked in gibberellin biosynthesis or in capacity to 
respond to gibberellin (e.g. pea, corn, wheat, rice)(see sum-
mary in( Reid and Howell 1995). 

Gibbercllins can instead be inhibitory, especially for some 
perennials, including Futhsia, &ugainvillea, mango and citrus, 
and also for species such as strawberry. Other gibberellins are 
known which can stimulate flowering without affecting 



Table 8.11 Days to flower for Arabidopsis thaliana wild type and gib-
berellin-defidtnt or gibberellin-insensitive mul4nts /1eld in short days (SD) 
(8 h photoperiod). Gibbuellin (CA iJ treated plants were sprayed weekly 
beginning 17 d after planting 

Wildeype 
gal-3 mutant (deficient} 
pi mutant (insensitive} 

(From Wlhon et al. 1992) 

Days to flower 
SD Control SD + GA3 

47 
>117 

75 

32 
44 
75 

growth. A more extreme response is seen from some novel 
synthetic gibberellins which can even act as growth retardants 
while still retaining ability to promote flowering (Evans et al. 
1994b, c). 

Complex relationships aJso exist between cytokinins and 
flowering. In the LDP Sinapis, endogenous cytokinin levds 
increase up to three-fold in long days. Applied cytokinin, how-
ever, induces only a partial flowering response (Bernier et al. 
1993). There can also be indirect effects as found in Plulrbitis nil 
where cytokinins can alter assimilate distribution to give either 
inhibition or promotion offiowering (Ogawa and King 1979). 

We know much less about genetic and molecular events 
around the time of fl.oral induction. Beginning with a late 
flowering mutant in Arabidopsis, a gene, CONSTANS, has 
been identified whose expression is upregulated by long days 
(Putterill et al. 1995) and which may be one step in the 
sequence to florigens. Manipulation of phytochrome genes 
influencing flowering has aJso provided information on pho-
toperiodic processes in leaves. In the future, we can expect to 
find links to timekeeping genes which influence endogenous 
rhythms. Analogous genes have been isolated from other 
organisms including Neurospora and Drosophila. 

8.4 Photoreceptors and light cues 

Light is the energy source that drives plant life so it is no sur-
prise that planes generally maximise the interception of solar 
radiation. These strategies range from the complexities of 
chloroplast ulttastructure to tree architecture. Energy for pho-
tosynthesis is harvested by chlorophyll and accessory pigments 
(Section 2.3), but planu also possess other light-absorbing 
molecules that have evolved to sense light intensity, light dura-
tion, light direction and spectral composition. These photore-
ceptors are coupled to many developmental processes. For 
example, the developmental str.ategy of a seed on the soil sur-
face with inunediate access to sunlight is quite different from 
on'! buried under several centimetres of soil. The initial 
growth phase of the latter needs to be rapid and upwan.is and 
to consume as little of the seed's resources as possible. That is 
why seeds genninated in the dark have spindly stems, aren't 
green (because there is no possible photosynthesis) and don't 
expand their leaves (because this is unnecessary and ·they will 
cause friction as the shoot grows through the soil). When the 

shoot tip does reach light, there is a complete reassigrunent of 
priorities resulting in assembly of functional chloroplasts, 
expansion of leaves and reduction in stem elongation. These 
processes are coordinated by two main classes of photo-
receptor: phytochromes and blue-light receptors (also known as 
cryptochromes). Here, we consider briefly the operation of these 
light sensors at the molecular and physiological levels. 

(a) Phytochromes - multifunctional light 
sensors 
Early studies of plant devdopmental responses to light were 
some of the most fascinating and elegant, and led to the con-' 
clusion that not only was light quantity important but dif-
ferent wavelengths cawed different reactions (Borthwick et al. 
1954). In particular, several processes (e.g. seed gennination, 
floral induction) responded to red (R; around 660 run) and 
far-red (FR; around 730 nm) wavelengths in quite opposite 
ways. This turned out to be a manifestation of the operation 
of one set of morphogenetic pigments, the phytochromes. We 
now know, from isolation of phytochrome in a test-tube, and 
later discovery of several phytochrome genes, that phyto-
chromes are complex molecules consisting of a protein linked 
to a chromophore (Figure 8.31). Photon absorption by the 
latter causes a conformational change which alters the absorp-
tion spectrum (Figure 8.32a). In most types of phytochrome, 
these changes can occur repeatedly, a phenomenon known as 
photoreversibility. The two states are tenned the Pr form and 
P& fonn, because of their optimum absorbances in the R and 
FR regions, respectively. Note that P& absorbs to some extent 
in the red region, which means that irradiation with pure red 
(660 nm) will lead to absorption by both forms and so inter-
conversion will continue indefinitely. Eventually, however, a 

R H 

H 

coo- S-pcptide 
coo-

Pr 

coo- coo-

Figure 8.31 Phytoehromes ccm1bt of • cbromophore • protein lhlked 
through the sulphur •tom of • c:ysteine amino add residue to • protein 
('peptide' on diagram) • duomophore. Absorption of light cauus a 
nwnible cooformadonal clwlge lo the chtomophore (a ~ isomerisa-
do11 centred on carbon 15) which altera the •bsorptio11 spectrum. The two 
forms ue rwfernd to u Pr (lefi) and P& (right). Moat plrytoebrome H1pon1-
es an activated when molecules an In che P& Conn 
(Reproduced, wich pcrmlsUon. lrom Salisbury and Rou 1992) 
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stable state is reached, called the photostationary equilibrium, 
in this case with about 15% of molecules as Pr and 85% as Pfr. 
Because Pr absorbs very little far-red, pure far-red leads to 
about 97% Pr and 3% Pfr. Normally, of course, plants are 
exposed to sunlight which contains red and far-red wave-
lengths (Table 8.12). The link to the physiological responses 
- from experiments done under lots of different wavelengths 

Table 8.12 Typiall lig/Jt ainditionsfound in nature. Plants use a mnge 
cf different pltotorcctptors to smse the lighr quontity, here measured as 
pl1orosyntl1tti'4/ly active radiation (PAR). Spectral composilion in the 
red/far-red region is detected by pltytoc/1romts 

Situatio n PAR (jlmol m-2 1" 1) Incident R:FR. light 
ratio (6601730 nm) 

Mid-day sunlight 2000 1.19 
Forest canopy 20 0.13 
Twilight 1 0. 96 
Under 10 mm soil 0.01 0.88 
Moonlight 0.0001 0.94 
(From Smith andWhitelam 1990 and Smith 1982) 
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Figure 8. 32 Phy1ochrome can be chanc1erued chemically by iii light 
absorption speclnlm, and biologically by ii& action spectnun. (• ) Absorption 
spectra of Pr ud P&.Although Pr -4 P& holh 1tbcorb la the blue and uJira-
violet regions, their bJological impor1&11c:e ffla1es mainly IO lhe dUf"arence in 
the red 112d far-red regions. Coanadonally, Pr and Pfr maximum 
absorba.u:e& an laken u 660 am and 730 nm, respectively. (b) Acdoa spec· 
aum of inhibition ofhypocotyl eloapdon bl dark-growq lenuce eeedlinp . 
The maximum dfec1 i1 ar 720 am, in the far-red aooe. The effecliwnen of 
waveleaglhs <500 run u due to blue-light recepton, discoued latu ia tbe 
text 
(From Viersin :and Quail I 9S3 and Hartnunn 1967) 

leading to graphs known as action spectra (Figure 8.32b) - is 
now a lot easier to understand. Conversion of Pr to Pfr by red 
light is the basis of red-promoted processes.Although the clas-
sic photoreversible phytochrome responses show that Pfr is 
the active form, there is also evidence that Pr is important, for 
example in maintaining shoot gra.vitrapism in the dark 
(Llscum and Hangarter 1993). Surprisingly, phytochrome is 
also present in roots, with Pr having a role in regulating elon-
gation growth. 

(b) PHY genes and classes of phytochrome 
operation 
We now know that there are at least two main phytochrome 
response classes (Type I and Type II), and probably more than 
one gene coding for each. For example, there are five genes 
(PHYA to PRYE) in the model plant Arabidop$is, and seven in 
tomato (Smith 1995). Jn the past, sometimes confusing termi-
nology has reflected our incomplete understanding of the dif-
ferences between the various forms and genes. What is clear is 
that Type I responses relate to phytochrome A (phyA) which 
is the most abundant in dark-grown seedlings, up to 990/o of 
the total phytochrome. Type I is photoreversible, but in the Pfr 
form phyA is also very unstable with a half-life of about 1 h, 
so that after exposure of a plant to a few hours of light, most 

Pbytocbrome1 iiom dicotyledoa1 

Pbytochromea iiom monocotyledona 

Homologue of 
Ar11bidopsis 

PHYA (56} 

PHYC(9) 

PHYE (30} 

PHYB 
PHYD(20) 

Homologue of 
Arobidopsis 
PHYA (19) 

PHYC(21) 

PHYB (18} 

Pisun 8Jl The p.hytochrome pee family hM ....eni memkn 'With dif~ 
feriag degnH of 1equeace bomololY (I.e. moleculu similarity), indica1ed by 
the branch leap oa daese cli1gn.nu. Of the l}'pe ll phylochromes (PHYB 
to PHYI!), which an a grouping bued on physiological response. PHYC 
appear. to be poetically distinct uid Is mor9 do.dy related to PHU. The 
dau are UJembled &om poe databue information for 172 species of dow-
ering plan11. Namben in panadleses represea1 1he amnber of audeolide 
u queaces found in each PHY d ... 
(Roproduccd. w;th pcrmiss.ion, from Matht'WS >nd Sh:umcl:: 1997) 



of the phyA has been degraded (Clough and Vierstra 1997). 
Sometimes this is called 'light-labile' phytochrome, but degi:a-
dation ofType I P.fr continues unabated in the dark. Type II 
(various versions coded by genes PHYB to PHYE) is present 
at only a few per cent of the original Type I concentration. Pfr 
Type II has a much longer half-life, in dark and in light. Type 
II phytochromes are responsible for classic photoreversible 
(R-promoted, FR-inhibited) processes and for sensing spec-
tral R:FR ratios. By surveying DNA sequence homology of 
phytochrome genes across m any species, a generic model has 
been developed of how closely related the various forms are, 
from which can be deduced their probable evolutionary his-
tory (Figure 8.33). 

(c) Phytochromes operation and light quantity 
T he quantity of light required to initiate phytochrome 
responses varies enormously. At one end of the range, very 
low fluence responses (VLFR) are amazingly sensitive, requir-
ing around 10-s moles of quanta m-2, equivalent to 2 min of 
moonlight or a mere 0.5 ms of full sunlight (Smith and 
Whitelam 1990).TheVLFR class is mediated by phyA and is 
not reversible by far-red light because at the light intensities 
involved far-red-induced reversion of Pfr to Pr is insignificant 
compared with other mechanisms of Pfr degradation. The 
high concentration ofphyA in dark-grown tissues is probably 
an adaptation for maximised sensitivity to minuscule amounts 
of light. The VLFR mode operates exclusively in tissues in 
darkness, especially deep-buried seeds that may germinate in 
response to light penetrating through the soil, or a seedling 
shoot detecting its first few photons, allowing early warning 
of arrival at the soil surface and initiating conversion to de-
etiolatcd development. 

Low fluence responses (LFR) also operate with very little 
light and saturate after the equivalent of 1 s of full sunlight. 

Unlike VLFR, this class operates via Type II phytochromes 
and is typified by the classic R-FR photoreversible response, 
and by perception of spectral quality (R:FR ratio) involved in 
growth adjustments under leaf canopies. It is interesting to 
note that the latter is nunifested as an increase in shoot exten-
sion rate, whereas at VLFR intensities, the same wavelengths 
can cause decreased elongation. 

High-irradiance response (HIR) is a slightly misleading 
term because, although requiring more sustained light than 
LFR, these responses still operate at only a few per cent of full 
sunlight. HIR covers several different types of response, but 
sometimes is rather unhdpfully used to include blue-light 
responses (see below) that do not involve phytochrome at all. 
Both red and far-red can initiate HIR through Type II and 
Type I phytochromes respectively. The latter is probably part of 
the daylength perception system in LDPs. Many other far-red-
induced HIR disappear soon after plants are exposed to light, 
presumably because most of the phyA has been degraded. 

(d) phy mutants 
Sorting out which phytochrome type is associated with each 
physiological response has been aided greatly by phytochrome 
mutants, mostly in Arabidopsis, but also in pea, tomato and 
sorghum. Some of the mutants have a defective chromophore, 
others have lesions in the protein part of the molecule. For 
example, phyB mutants exhibit changes in germination, elon-
gation growth, flowering time and chlorophyll accumulation. 
This suggests that each phytochrome has multiple functions. 
Some of these processes are also altered in phyA mutants, but 
often in subtly different '"'Y5· We can tentatively conclude 
that phytochromes interact to orchestrate many aspects of 
plant development. Smith (1995) has attempted to put all 
these functions into an ecological context, and has assigned 
each to a particular class of response (Figure 8.34) . 

Perception RNponH Punc:tion 

Genniiwion 

Etiolation 
De-ctiobtion 

Vegetative 
development 

Photoperiodism 

h A_..- VLFR - Promotes - Soil dUtw:baru:c 
P y ..._,, FR- HIR - Inlu"bits - Donn:mcy under litter 
phyB ....... R:FR ------.... Graded response ·------ Canopy gap detection 

by.A ___ VLfR - Inhibits extension- Soil 1urface cUtection? 
p -._ FR-HIR - lahibits cxceusion- Eady growth icgulaiioa 

~-LFR P?B i.nhi.bits phyB , ------ · ------... Transition to photoauto"""hy 
--R-HIR. P6::B promotes --r 

phyB -R:FR ·---···- PIB promotes: 
Pfi:B .inhibics: ......._ 
Extcru.ion "-
Flowmng '-.. Neighbour detection 

/ Proximity perception 
phy? _ .,.. R:FR - Radial cr:p:amion / Sh2dc avoidance 

Lc:al area growth 
Flowering 

phyA - FR- HIR - Day-cxiemion in 
WPs -·-Seato~ timing 

pbyB ----LFR - SD pm::cption ---

Pipe l .l4 Mulliple phytocbrome HIW.DC 
111tenu en.b!e plmts to adjmt developm-
under a wide range of ecologiclllly lmporcant 
naht envinmmentl. VI.FR .. very low llatnce 
re&poDle, LPR = law duence rapome, HJR • 
hip il'ndianc:e response 
(Reproduced. with penniss.ion, from Smith 1995) 

u 

0 
J 

0 
u 



G 
c 
-
l 282 

0 

r 

c 
[ 

0 

PUNTS IN ACJ'JON 

(e) Blue-light receptors and responses 
Although Julius von Sachs in the 1860s discovered that blue 
light caused phototropism, photomorphogenesis under blue-
light control has long been the poor cousin of studies on phy-
tochrome. However, since the 1980s, enormous progress has 
been made, leading to characterisation of a blue-light recep-
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Figure 8.35 A blu,....light receptor is responsible for phototropi.am. Action 
spectra for monocotyledons (A11e11.s, oat) and dicotyledons (alfalfa) an wry 
similar, and suggest that a flavin is put of lhe chromophore 
(Reproduced, with permission. &om B;islcin :and lino l 987) 
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Figure 8.36 Responses to blue light (BL) can be very rapid, often muc:h 
faster lhaa those mediated by pbycochrome. Here, growth nte (a) decreases 
after 30 ' and plasma mnnbnne electric poteodal (b) chug• n'en sooner, 
with.in ts s, when blue light (10 IUftOI m .. a"') is applied to hypoc:oryb or 
datk-gKIWll cucumber seedlings 
(Based on Sp11ding :and Cosgtove 1988) 

tor, sometimes called cryptochrome, that is quite unrelated to 
phytochrome. Responses to blue light require relatively high 
light intensities, but can occur extremely fast - electrical 
potentials across the plasma membrane can alter within t 5 s, 
and cucumber seedling growth can be reduced within 30 s of 
transferring from dark to blue light (Figure 8.35). Speeds of 
this order tell us that some blue-light responses are initiated 
without any need for a change in gene expression, Although 
blue light is also the prime cawative agent in phototropism 
(Figure 8.36 and see Section 8.2.5), this differential growth 
response has a much longer lag time, usually around 30 min, 
than in the straight growth inhibition mentioned above. As 
with phytochrome, we now know that there are multiple 
fonns and genes for the blue-light receptor (Cashmore 1997), 
each comprising a protein and two chromophores, one of 
which is Bavin adenine dinucleotide (FAD) and the other 
possibly a pterin. However, it is not clear which of these func-
tions as the receptor for phototropism. Briggs and liscum 
(1997) concluded from studies with the hy4 (hypocotyl 
length) and nph (non-phototropic hypocotyl) mutants of 
Arabodopsis that elongation growth and phototropism are 
under genetically independent control. 

(f) Conclusion 
Multiple phytochrome genes and response classes, together 
with blue-light receptors, confer on plants a remarkable 
repertoire of light-sensing systems that operate through all 
stages of the life cycle and are effective across every light con-
dition present in nature (Table 8.12). Starting with triggering 
or inhibiting germination, and the conversion from etiolated 
seedling growth to development of photosynthetic apparatus, 
photoreceptors assist plants to optimise their development, 
and phytochrome later becomes involved in photoperiod per-
ception for flowering (see Section 8.3.2). Coping with 
growth under forest canopies, attempts to avoid shade and to 
perceive neighbouring plants - these all relate to sensing of 
direct sunlight and of light transmitted or re.fleeted by other 
vegetation. 
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Plant hormones: chemical signalling in plant 
development 

Consider ... a plant not as a packaged collective of indepen-
dent processes but as a highly interactive network of percep-
tion, control and feedback. Every plant has a genetic blue-
print that specifies its whole range of morphology and phys-
iology, but the individual is shaped, sometimes literally, by the 
envirorunent it experiences. Integtation of development and 
adjusanent to the external environment are achieved through 
multiple coordinating signals throughout the plant. 
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Introduction: the need for 
communication 

In the previous chapter we introduced some of the com-
plexity and subtlety of the functioning of plants in diverse, 
variable and unpredictable enviromnents. Their sessile nature 
makes it a necessity for plants, if they are to succeed as indi-
viduals and populations through many generations, to have the 
resourcefulness to cope with and adjust to environmental 
change, especially at the extremes. Remember that plant 
physiologists are probably the only people on earth who rou-
tinely grow plants under constant envirorunents in growth 
chambers! In this chapter we examine some of the internal 
mechanisms that plants use to coordinate development. Let us 
start by considering the concept of a plant not as a packaged 
collective of independent processes but as a highly interactive 
network of perception, control and feedback. A plant has a 
genetic blueprint that specifies its normal morphology and 
physiology throughout the whole life cycle, but every individ-
ual is also shaped, sometimes literally, by the enviromnent it 
experiences. Think of the bent-over shape of trees growing on 
coasts with a prevailing on-shore wind, or the ability of pasture 
plants to recover repeatedly from grazing of their shoot tips. 

We might first ask whether plants really need internal 
communication. The answer lies with multicellularity. With 
multicellularity comes almost invariably differentiation. Dif-
ferentiation is in effect specialisation, which can also be thought 
of as division of labour. The particular physiological and 
developmental facets of an organ, tissue or cell type (say, a leaf, 
a phloem bundle and a guard cell, respectively) make it more 
efficient at carrying out its set of functions. But with special-
isation comes a dependency on the rest of the organism, and a 
need for coordination between its component tissues. Some 
of the control is attributable to resource limitations: water, light, 
C02 and inorganic nutrients in the enviromnent; water, car-
bon, nitrogen and mineral fluxes inside the plant. Many of 
these factors are discussed in Part IV of this book. Depending 
on quantities and types of resouices available, and their mobili-
ty in the plant, there are undeniable limits placed on the scope 
of development. A shoot system can develop only as rapidly as 
the root mass can supply water and minerals for the shoot 
structure; a root can grow only if fed with fixed carbon, nor-
mally from the shoot. These ubiquitous molecules function as 
integral parts of cell structures and core metabolism. What we 
fmd in addition is another layer of control: ieformation-rich 
mobile molecules that serve as an integrating communication system 
throughout the plant. 

Animals have a central nervous system and a suite of specific 
hormones each with highly defined functions. Plants lack the 
former, but do possess a quite different set of chemical signals 
called plant hormones (Table 9.1). Plant hormones are sometimes 
called 'plant growth substances' or 'plant growth regulatoTs'· 
partly to distance them 6:om mammalian concepts of hormone 
action. However, these alternative terms undervalue the 
repertoire of functions of plant hormones: they affect so many 
processes other than just growth, so we continue to refer to 
endogenous regulatory substances as 'plant hormones'. We 
also talk later (see Section 9 .3) about plant growth regulators 
as a broader group of active substances applied to plants which 
includes more than just plant hormones. 

Table 9.1 A comparison of ttuJjor features of plant and animals and 
their regulatory systems 

Plants 

Sessile 
Autotrophic 
No nervous system 
Plastic development throughout 
lifespan. 
Mostly passive mass-flow systems 
Hormones produced in many 
locations 
Hormones multifunctional 
Dcvelopmem highly sensitive to 
environmental infiuenccs 

Animals 

Motile 
Hetcrouophic 
Nervous system 
Adult development determinate 

Active circulatory systems 
Hormone produclion in restricted 
cell rypcs 
Hormones more specific in function 
Development relatively unaffected 
by environment 

Before describing specific plant hormone functions, we need 
to consider how hormone signals might operate effectively. In 
any signalling system there is a source and a target, and in 
between a mode of transmission - in ndio parlance, the 
transmitter and receiver with signals travelling as electro-
magnetic airwaves. In animals, the conventional system is a 
source gland, J112SS-.6ow transport (e.g. blood circulation) and 
a target tissue. Plants are harder to diagnose, but we can make 
the following generalisations: 

• Each hormone can be synthesised in more than one 
location in a plant. Indeed, all living cells may produce 
all hormones, but some generate larger quantities and 
others ahnost undetectable amounts. 

• Each hormone has l}lany functions, at least by deduc-
tions from experiments with applied hormones and 
from phenotypes of hormone-deficient and hormone-
insensitive mutants. 

• Plant hormones are small molecules and are mobile, both 
over short (diffusive) and long (mass-Bow) distances. 
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• Many cell types respond to each hom1one class. 
• Some hormone functions occur in the same cells or tissue 

in which they are synthesised. 

From this, we conclude that a plant's hormones are indeed 
quite different fiom those in animaJs (Table 9.1). There are 
relatively few classes but each is multifunctional, they are not 
synthesised in glands, they move in several channels and affect 
several tissues in a multitude of ways. A recipe for crossed 
wires and confusing ambiguity of signals? Perhaps, but as we 
introduce the major hormones, an overall picture of plant 
conununications will emerge. We now examine signal sources 
and signal mobility, and then consider how sigruils are perceived 
and translated into altered physiology and development. 

9.1 The basis of chemical 
control of plant development 

9 .1 Signal sources: which tissues 
make hormones? How are hormones 
synthesised? 

Traditionally, five major hormone classes are described: auxins, 
cytokinins, gibberellins, abscisic acid and ethylene. Other active 
compounds have been known for years, and there are new-
comers with increasingly strong claims for inclusion. These 
include brassinosteroids and jasmonic acid in particular, but 
also polyamines, salicylic acid and oligosaccharides; for details 
of these, some infonnative review articles are listed at the end 
of the chapter. 

Most hormones have certain biochemical trends in common: 
small molecules synthesised fiom ubiquitous precursors (amino 
acids, mevalonic acid, nucleotides) sometimes via multi-step 
pathways, then deactivated by oxidation or conjugation (linking 
to other small molecules such as glucose and amino acids). 
Some knowledge ofhorinone biochemistry will be invaluable 
in Section 9.3 where we describe genetic and chemical 
approaches to manipulating plant development through 
modified hormone biosynthesis and degradation. Further 
information on honnone biochemistry can be found in many 
recent reviews and texts (e.g. Davies 1995). 

Auxins 
Auxin in its most common natural form indole-3-acetic acid 
(IAA; Figure 9.la), was the first plant hormone to be isolated, 
and was long thought to be derived exclusively fiom the 
amino acid tryptophan. Plants and certain plant pathogenic 
bacteria synthesise IAA, although the genes, enzymes and 
reaction intermediates differ between prokaryote and eukaryote. 
From data on tryptophan-deficient mutants, it now appears 

that indole may be an alternative starting point for IAA syn-
thesis in some plants (Wright ct al. 1991; Nonnanly et al. 
1995). This advance illustrates our incomplete knowledge of 
even dementary plant hormone biochemistry.Active growing 
tissues, especially shoot tips and young leaves, synthesise aux-
ins, as do developing fruits and seeds. Roots appear to produce 
much less auxin, but auxin has vital functions in lateral root 
development. Plants and bacteria can deactivate auxins by 
irreversible oxidation involving enzymes such as IAA oxidase, 
or by covalently linking (conjugating) them to other small 
molecules: sugars, cyclitols, amino acids. Some conjugates (e.g. 
IAA-aspartate) act as inactive auxin stores, regenerating active 
auxin when the link is hydrolysed. 

Cytokinins 
In many ways, cytokinins are opposites of auxins, being syn-
thesised in roots but with most dramatic effects on shoot 
development. However, shoot tissues can also produce 
cytokinins, as can developing seeds. A classic example of the 
latter is coconut milk, the copious liquid endosperm fiom 
coconut seed, which is still a popular cytokinin source in plant 
tissue culture media. Cytokinins were originally named from 
their ability to promote cell division, but they also function in 
initiation of new shoot structures, dormancy release and retar-
dation of senescence. Cytokinins are derivatives of adenine, one 
of the purine bases found in all DNA and RNA. Indeed, 
cytokinins were originally thought to be products of transfer 
RNA (tRNA) breakdown. However, based on cytokinin and 
tRNA composition of pea roots and turnover rates in maize, 
it was calculated that there were insufficient cytokinin 
nucleotides in tRNA to account for total cytokinin production 
(Short and Torrey 1972; Klemen and Kllimbt 197 4). Instead, a 
de novo pathway using free adenine nucleotides as substr.i.te 
appears to predominate. There are also many cytokinin types 
each with subtle differences in structure. The four main class-
es of natural cytokinin each have a different five-carbon side-
chain attached to the N 6 position (Figure 9.lb). The two 
classes found in tRNA (tis-zeatin and isopentenyladenine) are 
less biologically active than the major free cytokinin classes, 
tmns-zeatin and dihydrozeatin. Discovery of a cis-trans isomerase 
that interconverts the two zeatin fonns has re-opened the 
biosynthesis debate, because active trans-zeatin may be made 
fiom RNA-derived cis-zeatin (Bassil et al. 1993). The first 
enzyme in the de novo pathway, isopentenyl transferase (IPT), 
is well known in bacteria but has yet to be characterised fully 
from plant tissues. A novel suggestion is that all cytokinins in 
plants are actually synthesised by bacteria present on and in 
plant tissues (Holland 1997). If true, this could account for the 
failure to find plant biosynthetic enzymes, and for the lack of 
cytokinin biosynthesis mutants. Each cytokinin class exists as 
base, riboside and nucleotide forms, many of which can read-
ily be metabolically interconverted. This has made it difficult 
to decide which forms are biologically active in their own 

. right, and which achieve activity only after conversion. As 
with auxins, inactivation results from conversion to glucosyl or 
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amino acid conjugates (e.g. 9-alanyl zeatin = lupinic acid) or 
from action of degradative enzymes such as cytokinin oxidase 
which cleave the side-chain. 

Gibberellins 
Gihberellins were first noticed tluough symptoms of a disease 
(known in Japanese as 'bakanae' = foolish seedling) on rice 
that caused excessive stem elongation. The causative agent, a 
fungus called Gibberella fujikuroi, contains several different types 
of gihberellin (abbreviated to GA, after gihberellic acid, the 
first form discovered), some of which also exist in plants. 
Plants possess many other unique gibberellins, and collective-

(c) Precunon 

l 

COOH 

----------------------------!~~~----------------. . . . 
' ' ' 0 H ' 

OH 
HO 

lB. . COOH l 
: __ :o_~~-- ·------- ----------r--------------------___ : 

Deacti~ting 

0 H 
HO 

HO 

{d) 

0 

Figure 9.1 Structure• and some panial biosynthetic pathways for common 
memben of the live major poup1 of native plant honnones. (a) The most 
common nacunl awtin, indole-3 .. cetic acid (IAA). (b) Four clastes of ut-
unl cytokinln: seatin aod le. m l.tomer, dlhydroseatin, isopentesiyladcnine. 
(c) Late atagea of gibbetdlln blosynthesi• pathway, ahowmg soma key points 
of gen.tic and cllrironmeotal conaol of unoonc. of bioacdve GA1• 

(i) The GA19 -+ G~0 atep It under photoperiod conaol in soma long-day 
plants; for aample, eg 1pinach ahows a greater rate of metabolism under 
long day, and he.occ pt"oducaon ofbioactiv. GA1,corfflatiog with devel-
opm~ntal trasuldon &om rofftte form to stem elonption. 

(ii) G~ -+ GA1 is block.ed in many dwarf (short intemode) mutants, such 
as It in pea, 41 in maize and tly in rice. G~ itself la inactive but becomes 
active after addition of an hydiox:yl (-OH) group to the lP position, thus 
forming GA1• In tome other dwarf mucancs, the pathway is blocked at 
ltep1 weU before GA11), and N>oob of d>Ne pla.nta contain almost no 
detectable gibbenllina. 

(iii) GA1 -+ GAa it a key ttacdon ttgulating amo11nta of active gibberelllm. 
In tills case, addiaOQ 0£ an -OH group to the zp poli.tion imtccivatn 
almo•t every gibbenDin, btdudlng GA1• 

(d) Structute of almisic acid (ABA). 
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ly there are well over 100 identified compounds. This intimi-
dating complexity can be reduced to a comprehensible level 
by realising that each species contains only about 25 of these 
gibberellins and that most gibberellins are biosynthetic inter-
mediates or inactive end-products, and not active in their own 
right. There are many steps and enzymes involved in building 
up the 19- and 20-carbon gibberellin molecules from five-
carbon mevalonic acid. Several parallel pathways exist differ-
ing only in number of hydroxyl (-OH) groups. Hydroxyl 
groups are the key to gibberellin functions: some positions 
(3~) are generally essential for activity, whereas others (26) 
completely abolish it (Figure 9.1c). Inactivation by conjuga-
tion to glucose also occurs. Gibberellin synthesis takes place 
mainly in developing leaves and stems, in developing seeds 
and during germination. Gibberellins function in dormancy 
release and germination, as well as in growth promotion (e.g. 
stem elongation, fruit tissue expansion). 

Abscisic add 
Abscisic acid (ABA) is an unfortunate name because this hor-
mone has little to do with abscission. But once again it teUs a 
story: cotton, one of the plants originally studied, turns out to 
be an exception in that ABA does promote fruit shedding 
(Okhuma et al. 1963). ABA is a 15-cai:bon molecule (Figu°re 
9.ld) and its synthesis occurs from breakdown of carotenoid 
pigments, especially violaxanthin, a 40-carbon molecule. 
Previously, mevalonic acid was thought to be the main pre-
cursor, with early steps in common with gibberellin biosyn-
thesis. This alternative pathway may operate in tissues such as 
avocado mesocarp and in tomato seedlings (Milborrow 1983; 
Willows et al. 1994).ABA is produced in large quantities in 
water-stressed tissues, especially roots and leaves, but also has a 
role in seed maturation, donnancy and senescence.ABA con-
centrations are lowered by oxidative deactivation to phaseic 
acid or by formation of glucosides. 

Ethylene 
Ethylene (= ethene; C2H.4) is a unique gaseous hormone that 
diffuses rapidly out of plant tissues. Its immediate precursor is 
1-aminocyclopropane-1-carboxylate (ACC) which in turn 
originates from S-adenosyl methionine, a derivative of anoth-
er common amino acid. 

methionine-+ S-adenosyl-methionine-+ 1-
aminocydopropane-1-carboxylate (ACC) -+ ethyl-
ene 
Enzymes: SAM synthase ACC synthase ACC 
oxidase 

Ethylene is produced in response to cell damage and other 
stresses such as anoxia. It accwnulates rapidly during fruit 
ripening and senescence, but all living ceUs produce some eth-
ylene. Oxidation and conjugation can occur, but dissipation 
into the atmosphere is probably the main 'means of disposal'. 

9.12 How mobile are plant 
hormones? 

In addition to biochemical control of synthesis and inactivation, 
hormone concentrations can be modified by import and export 
between different regions of the plant. Indeed, transport is an 
essential component of long-distance signalling systems. All 
plant hormones, being small molecules, can diffuse within and 
between cells. Some may pass readily across lipid membranes; 
others such as glucosides are more water soluble and may tend 
to accwnulate in the vacuole, along with other cellular waste 
products. There is probably little a plant can do to prevent 
local diffusion of honnones, and plasmodesma bridges (Section 
10.1.2) allow intercellular cytosolic passage of most honnone-
sized molecules. In addition, xylem and phloem sap analysis 
indicates that several hormones also move over much greater 
distances, for example perhaps 100 m from deep root tip to 
leaf of a large eucalypt. 

Are mass-flow systems good channels for signal transport? 
Xylem flux varies massivdy on a diurnal basis as stomata gen-
ernlly open during the day and close at night, thus modifying 
transpiration rates. Superimposed on that are seasonal changes 
in temperature and water availability: with dry roots come 
slow fiow rates; with hot, dry air. there is huge evaporative 
demand, and rapid sap flow subject to access to a water sup-
ply. Likewise, phloem flow is highly variable and sometimes 
bidirectional, making it difficult to specify source and target. 
A . growing leaf will initially import sugars through the 
phloem, but with attairunent of photosynthetic competence, 
it will instead export through the same channels. It sounds 
fiaught with potential problems, but most physiologists believe 
that long-distance transport of hormones has functions in 
many regulatory processes. Consider that plants have evolved 
with variable mass fiow: perhaps some hormone signalling is 
dependent on such oscillations rather than being defeated by 
them. There is evidence from tomato plants that xylem ABA 

30 
..... 

25 .. ... 
'O 

' 20 

~ 

3 • • 
"O 
! 

I JS 

.; 10 

~ s 

2 l -a 
• .. 
~ 

-~i\J _____ .n_ _______ o 

0 0 
0 2 3 4 s 

Sap a- (mms a·1) 

Figure 9 .2 Lone-cfistance iramport of hormone sig;aab through mus llow 
Catt be illfluenc:ed by sap Sow ntes. Hue, dux ltt t0mato xylem is expressed 
as • dellwry irate (moleculr. per second) mnsured as sap flow b allend by 
presaurlliag the f'.OOt ')'Item. F1wc of ABA m the irylem streun hlc:ttases with 
sap dow, whereas llux of nicrate, a major lnorgauic nutrient, is comiant. 
(Reproduced, with permission, 6:om Else ct «I. 1995) 



flux (molecules delivered per hour) is influenced by the car-
rier solvent (sap) flow rate whereas flux of soil solutes such as 
No3-is independent offlow rate (Figure 9.2;Else ct al.1995). 
In Section 9 .2.2 we look further at fluctuations in xylem ABA 
and the consequences of ABA delivery from root to shoot. 
Here, we examine specific mechanisms for auxin trarupon. 

Auxin polar transport 
The best-studied aspect of hormone mobility is auxin polar 
transport, the only specific system presently known for move-
ment of any plant hormone. It is tenned polar because of its 
intrinsic directionality which is not altered even by drastic 
experimental procedures such as excision and tissue inversion. 
The phenomenon is commonly demonsttated in segments of 
young shoot tissues such as hypocotyls and cereal coleoptiles 
in which applied radioactive auxin moves from tip to base at 
about 1 cm per hour, but lwdly at all in the opposite direc-
tion. This speed is faster than diffiis.ion but slower than phloem 
sap flow. Not all cells within the tissue exhibit polar transport, 
and it is often restricted to ancillary cells within the vascular 
bundles such as phloem parenchyma. The mechanism of 
movement is chemiosmotic rather than active, and depends 
on three factors: 

1. the dissociation kinetics of IAA between its neutral 
IAAH and anionic IAA- forms; 

2. a pH difference between cell wall and cytoplasm; 
3. selective IAA! channels in the plasm.a membrane. 

Figure 9.3(a) illustrates how IAA- ions can pass through 
the nonn.ally ion-impenneant membrane via the IAA- chan-
nels located predominantly in the basal membranes of the 
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transporting cell files. In the cell wall compartment, IAA-
reassociates to IAAH due to the low pH and so the IAA does 
not readily re-enter the cytoplasm.Activity of the auxin chan-
nel protein is blocked by certain synthetic compounds such as 
naphthyl phthalamic acid (NPA) and tri-iodobenzoic acid 
(TIBA), as well as by natural plant flavonoids such as 
quercetin, and apigenin Oacobs and Rubery 1988). This rais-
es the intriguing possibility that plants may use these natural 
inhibitors to regulate their own auxin transport. Using anti-
bodies against the protein to which NPA binds, immuno-
fluorescence microscopy has shown that this protein, which is 
probably the auxin channel itself or a closely associated protein; 
is predominant in the plasma membrane at the basal end of 
cells (Figure 9.3b). Because IAA molecules will exit more 
through these channels, there is a net movement of auxin 
from top to base of the tissue. The relatively slow speed prob-
ably reflects the fact that each lAA molecule has to enter and 
exit every cell on its route down the tissue. 

9.2 Physiology of hormone 
action 

9 .2.1 Signal targets: perception and 
signal transduction 
Having outlined how hormonal signals are produced and 
transponed, we turn co further equally important questions: 
how do cells detect the presence ofhonnones, and so perceive 

figan 9.3 Auxin mOYemeat in planca opnates pardy through a polar (uni-
directional) tramporc ayatem. The aelcllc properties of auhl, sogether with a 
pH difference becween cell wall and cytopl-. and localised au:llia anion 
eftl11ir carrier channels I.a tile pluma membnme, COlllbiae to geaente a ael 
baaipetal (away nm thoot tip) mowment of auxin.(•) Diagram showing tile 
compottestll of this •c&emiounodc' ennporc systftn. (b) lmmunofluottscence 
micrograph ahowhlg pnsumed location o! au:Un channels in basal ends of 
WKlllar pannchyma cells (bright zon .. inadt•d by arrows), cat ia longicu-
cliaal aeclion. The andbody wed was raised apinat purified NPA-binding 
protein. NPA a an awdn transport lnhlbilor. 
(Reproduced, with pcrmis!Jon, 6om J~cobs 1983 2nd Jacobs 2nd Gilberc 1983) 
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changes in hormone concentr.ations? And then. having measured 
the signal strength, how is this information converted into 
developmental and biochemical responses? For the first clue, 
we turn back to the signals themselves: we know that only 
certain molecular structures are biologically active and small 
changes in these molecules can render them virtually inactive. 
This happens with addition of hydroxyl groups to certain 
positions of a gibberellin molecule, or by comparing trans-
zeatin with its cis isomer (figure 9.1). This tells us that the 
mechanisms for detecting hormones must have great discrim-
inatory powers. Hormone detection involves specific proteins 
known as receptors, proteins being the only class of biological 
macromolecule that can generate the required precision of 
molecular shapes. Within their three-dimensional structures, 
receptor proteins have regions which can bind the active hor-
mone. These binding sites are similar to those in enzymes 
which bind a substrate, the familiar 'lock and key' analogy. The 
difference with receptors is that we think no chemical reac-
tion occurs during perception; the hormone remains as hor-
mone throughout. This is an imporunt test in receptor assays 
which usu:illy involve a radioactive hormone: if the hormone 
is converted to other compounds, probably the binding activ-
ity is simply to the active site of a honnone-metabolising 
enzyme. 

(a) Plant hormone receptors 
Plant hormone receptor research was neglected for many 
years but has attracted renewed interest with the advent of 
new assays and molecular biology tools since the late 1980s. 
Compared with detailed information on control of abundance 
and activities of manunalian hormone receptors, the picture 
in plants is sketchy. The best-studied systems have been auxin 
and ethylene receptors, and some of the genes that code for 
receptor proteins have been isolated. For example, the ETR 
gene from Arabidopsis was suspected to be an ethylene receptor, 
but this was only confirmed when the cloned gene was 
expressed in yeast in which the ETR protein was able to bind 
ethylene (Schaller and Bleecker 1995).There is also new evi-
dence for gibberellin and ABA receptors, but little definitive 
information on cytokinins. Most of the receptors appear to be 
located on plant membranes, especi:illy the plasma membrane, 
and this is also conunon in animal systems. Some elegant 
work by Hooley et al. (1991) strongly suggests that the gib~ 
berellin-binding site is located on the outer face of the mem-
brane, so that it actually picks up hormone signals outside the 
protoplast. In one experiment, Hooley et al. synthesised gib-
berellin molecules anchored to large Sepharose beads which 
were incapable of entering the cell, but which still stimulated 
a-amylase production in protoplasts prepared from germinating 
cereal seed aleurone cells (Figure 9.4(a). «-amylase is an 
enzyme responsible for hydrolysing surch to sugars and hence 
supplying germinating seeds with carbohydrate for energy 
and growth. In another experiment, Hooley and co"workers 
generated antibodies that mimicked the shape of gibberellin 
molecules (known as anti-idiotypic antibodies). These would 

Treatment 

10-3M G~-Scpharosc 
1 o-'M GA.-Scpharo.ie 
10_.M GA4-Sepharoic + 
lO""M free G~ 
Scpharose only 
No additions 

Respon1e (% of normal maximum) 
Aleurone protopJasts Intact aleurone cells 

100 11 
85 10 
100 91 

2 9 
2 

Figure 9.4 Gibbenlll11 receptots In certtl aleut0nc cells are almo't certain· 
Ir located on the plasma membrane. faclog outwards. 1Wo linu of evidence 
support thU view, both making Ille of protoplu!S, that is, ceu, with their 
walls enzymatically removed. (a) Gibberellin molecules covaleotly anchored 
onio Sepharose (a polyaaccharide gt>l) beads were &till eft'ectMi at inducing 
U-am)'lue aynth.iis. The Sepharose beacb were much coo large to enter the 
protoplalt. The condunon is that aleurone ct>llr. have nceptors that can per• 
ceive gibbereUin arriving tiom outaide the cell. (b) Antibodies paerated that 
mimic the shape of glbbe.rellln molecules, known as anti·idiotypic: anti• 
bodies, cawed procopluu co agglutinate. The explanation is that the antibod-
ies are nicking to the oucwvd-faciag gibberellin receptor bindlng sic• oa the 
ptuma membrane. Becawe each antibody molecule hu two bindiag domains, 
they can c:rou-llnk between cells, so forming aggrepctt of cells 
((a) Reproduced, with pc:mussicm. liom Hooley no/. 1991 (b) fi:om Hooley <1 •l.19'JO) 

be recognised by the gibberellin receptor binding site and 
therefore competed with the gibberellin molecules and inter-
fered with amylase production. The bound antibody molecules 
were also able to agglutinate protoplasts (Figure 9.4). Taken 
together, these lines of evidence indicate gibberellin perception 
occurring at the plasma membrane surface. 

(b) Selective signal transduction pathways are 
needed to generate 'right' response 
There is now the question of how.a single hormone can be 
involved in several unrelated processes within the same plant. 
How do tissues stipulate the right response, at the right level 
and time? There are two main possibilities for ensuring that a 
signal is passed down the appropriate channel. Note that it is 
sometimes argued that plants may have only limited control 
over hormone production and supply and that the signals 
move and even act in a quite unpredictable manner through-
out the plant. 



Idea 1 
For each response, there is a discrete type of receptor. Bearing 
in mind the many responses to each hormone, the total nwn-
ber of receptor forms would be high, but this does not neces-
sarily rule out the idea. For example, there are at least five dif-
ferent genes for ACC synthase and three for ACC oxidase, 
both key enzymes in ethylene biosynthesis (Barry et al. 1996; 
Olson et al. 1991; Yip et al. 1992). Each member of the gene 
family is regulated by a different set of factors; thus some oper-
ate only in ripening fruit, others are induced by 0 2 deficit, 
others are switched on by auxin or by wounding. Th.is divi-
sion of labour at the hormone biosynthetic level may likewise 
occur in receptors, as shown by sequence homology between 
the ethylene-binding protein gene ETR 1 and at least two 
other genes in Arabidopsis and five in tomato (Chao et al. 
1997; Payton et al. 1996). Circumstantial support for multiple 
receptors also comes from the wide range of effective plant 
growth regulator concentrations, for example 10-10 M auxin 
promotes root elongation, compared with 10-6 M for the 
same process in shoots, and >10""" M stimulates adventitious 
root initiation in stem cuttings. How could a single protein 
have the kinetic power to resolve concentration differences 
over more than a million-fold range? Auxin inhibition of 
growth may operate via ethylene because auxin at moderate 
to high concentrations induces ethylene synthesis (Sakai and 
lmaseki 1971). However, several other auxin responses are 
known to be ethylene independent based on studies with 
auxin-overproducing Arabidopsis plants crossed with ethylene-
insensitive mutants (Romano et al. 1993). 

Idea 2 
There are very few receptor types, possibly just one, for each 
hormone. The divergence of signalling would therefore occur 
'downstream' from the receptor, that is, events that occur efter 
honnone perception. There are several steps between reception 
and the final action, say, in dosing a stomata! pore, inducing 
onset of dormancy or modifying a cell's growth rate. In this 
way, a single ABA receptor could be coupled to different 
responses in guard cell, maturing seed and growing leaf, 
respectivdy. 

Viewing the collective evidence, a tentative impression would 
be that perhaps both the above ideas are at least partly correct. 
Whatever the details of the system, in all cases the signal needs 
to be converted into a response. After perception by the 
receptor, the 'signal' is passed to what is commonly tenned a 
second messenger, which in animals can be simple molecules 
such as Ca2+ ions, cyclic AMP (cAMP) or inositol trisphos-
phates (IP J). These are collectivdy involved in signal transduction 
pathways and usually involve some kind of amplification: from 
each hormone molecule binding to a receptor, many second 
messenger molecules may result. Typically. activation of a sin-
gle enzyme molecule leads to generation of many product 
molecules, or opening of a single Ca2+ ion channel leads to 
flux of large nwnbers of Ca2+ ions. Animals and plants share 

some similarities in signal transduction mechanisms. 
Membrane-bound mammalian receptors are often linked to 
other proteins which, for example, bind GTP. These G-proteins 
are linked in turn to enzymes such as phospholipase C, which 
cleaves phospholipid groups and thus generates lots of second 
messenger product (IP3 and diacylglycerol) for as long as the 
receptor binding site is occupied. The number of G-proteins 
known in plants is increasing rapidly and they appear to have 
diverse roles in signalling (Millner and Causier 1996), including 
hormone systems such as ABA-regulated gene expression in 
germinating cereals (Bethke et al. 1997). In one of the best-
studied hormone signalling systems, gibberellin induction of 
I-amylase gene expression in cereal aleurone cells, there are six 
or seven stages between primary signal and final action, name-
ly production of active a-amylase enzyme (Figure 9 .5; Bethke 
et al. 1997). Within minutes, ionic changes (Ca2+ and pH) are 
detectable in the cytoplasm, followed by an increase in 
calmodulin, a calcium-binding protein involved in signal 
transduction.A slower increase in cGMP is seen which seems 
to operate independently of the Ca2+ system, but both of 
these transduction pathways seem to combine to stimulate 
transcription of genes via a protein called GAMyb, which is a 
transcription factor (a protein class that binds to specific DNA 
sequences in gene promoters). Overall, it takes 4-12 h before 
much functional a-amylase is detectable. 

I 
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60 
"" 0 
'$. - 40 .. a 20 ! .. 
~ 0 

1 10 100 1000 
Time aft.r gibbenllin tnaament (mill) 

Figure 9.5 A complex chain of evencs is ttq1Jired to convert a primary hor• 
mom! sipal, gibberellin, into irs .final accion, in chis case synthesis of the 
atan:h-hyclrolyaing eJIZ)'me ll•amylue during cereal affd •rmination. After 
incuued gibberellin levels an pen:.md, the most rapid changes, within S 
min, are in the .. cond meanager ea2• ((C.1 ) 1 is cytosolic calcium concen• 
lracion) dmt its n<:eptor protein calmodulin (Cdt), together with altered 
Intracellular pH, and aftff about 1 h anothu second meueapr, c:GMP. 
Pollowiog this, at about 3 h, there Is a rise In GAMyb, a transcription factor 
protein that binds to promoten of gibberelll&ongulakd geneJ, and fulally 
appearance of I-amylase enzyme about 8 h after gibberellin treatment. 
(Bast<! on Bclhke tt al. 1997) 

A lengthy debate on whether cAMP, a ubiquitous second 
messenger in aninul systems, was important to plants was 
finally resolved by conclusive data showing presence not only 
of cAMP but also some of the proteins with which it interacts 
during auxin-induced cell division (Trewavas 1997; Ichikawa 
et al. 1997). The multiplicity of sign.ailing components in plant 
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cells and the number of potential links and interactions are 
beyond the scope of this discussion. What is remarkable is that 
primary signals are ultimately coupled to the 'right' response, 
whether direct physiological changes or altered gene expres-
sion. Much of this fidelity depends on restricted intracellular 
distribution of signalling components. For example, many of 
the protein kinases and protein phosphatases that activate and 
deactivate other regulatory proteins are probably located on 
membranes or tied to the cytoskeleton and therefore will only 
respond to signals within their inunediate cellular neighbour-
hood (Trewavas and Malh6 1997). On top of that, cell differ-
entiation will lead to quite different signalling components in 
each cell type. It may, however, be some time before enough is 
known about these subtle systems to be able to make use of 
them, say, in modifying crop physiology. 

9.2.2 Diverse roles for plant 
hormones 

Before we consider details of the final consequences of hor-
mone signalling pathways, it is helpful to think broadly about 
the roles of hormones in enabling organised plant develop-
ment and efficient responses to alterations in the environ-
ment. The range of functions of plant hormones and respons-
es to them can be bewildering, but most roles can be grouped 
under two general headings: organisers and mediators. 

(a) Organisers 
Organisers primarily defme the basic framework of a plant's 
axial structure. This includes channelling of cells into par-
ticular pathways of differentiation depending on their location 
wi~n the plant. Plants tend to, even need to, maintain a bal-
ance between shoot and root development. The two systems 
are interdependent, so damage or loss of one upsets that bal-
ance and necessitates some developmental adjusttnent. We do 
not know exactly how complex differentiation pathways are 
regulated, but it seems likely that a relatively small number of 
primary signals are needed, with each controlling a whole 
suite of characters. In Section 9.2.3, we see how such systems 
can operate at the level of gene expression. 

Auxin-cytokinin balance: opposing directional.flows of active signal 
Tsui Sachs and Kenneth Thimann in 1967 proposed that shoot 
apical dominance is governed by auxin-cytokinin balance. 
Evidence came mainly from polar basipetal transport of shoot 
tip auxin and responses to applied auxins and cytokinins: 
auxin supplied to a decapitated shoot stump suppresses the 
nonnal lateral bud growth response, but cytolcinin supplied 
directly to lateral buds promotes outgrowth of intact plants. 
More recent studies on transgenic plants and branching mutants 
suggest that there are probably other regulatory signals in 
addition to auxin and cytokinin (see Feature essay 9.1). 
Overall, however, this simple theory. along with auxin and 

cytokinin responses in tissue cultures (see Section 10.2 and 
Figure 10.23), gives us the foundations of control of root:-
shoot development ratios, and enables comprehension of 
plant developmental homoeostasis. This balancing act com-
prises several developmental elements, but all potentially trace 
back to auxin:cytokinin concentration ratios. Even in intact 
plants, shoot branching is limited if root growth is poor or if 
roots are stressed. Conversely, a vigorous root system depends 
on carbon supply from shoot photosynthesis. Superficially, 
root:shoot balance appears resource limited, but the role of 
hormones overlays an ability to signal in advance of crisis, and 
enables stochastic (modular) adjustment of units of plant 
development: number of active shoot branches and number of 
lateral roots, in addition to modification of the growth xate of 
each. Mechanical damage, whether removal of just a shoot 
apex, or cutting off a stem at ground level, may invoke simi-
lar honnone-driven responses. Shoot apex replacement is 
rapidly achieved by outgrowth of an existing lateral meristcm, 
in theory stimulated by auxin depletion and cytokinin accu-
mulation around the top of a cut stem. A tree stump lacking 
reserve buds may still possess active cambium cells, which can 
respond to the same cytokinin enhancement by initiating 
rapid cell division and subsequent shoot organogenesis (see 
section 10.1.2).A stem cutting continues to transport auxin to 
the cut base, but lacks its nonnal cytokinin supply from the 
roots.This high auxin:cytokinin ratio stimulates cell activation 
leading to adventitious root organisation, and in commercial 
propagation is accelerated by supplying additional auxin in 
rooting powders and solutions. In addition, there are strong 
links between cytokinins and dday of senescence (Gan and 
Amasino 1996; Wang rt al. 1997). A plant with damaged, dis-
eased, water-stressed or mineral deficient roots will export less 
cytokinin in the xylem, one consequence being premature 
leaf senescence usually from the stem base upwards. 

Seed-derived hormones regulate pattern of fruit development 
Although fruit and seed tissues are genetically different - the 
former is parental, the latter is progeny - the c:wo clevdop in 
a coordinated manner. In most species, if ovules are not fer-
tilised or the embryo aborts, fruit tissues stop growing and are 
usually shed prematurely. Because seeds represent the next 
generation, it makes little sense for a plant to continue invest-
ing resources in a package that contains no propagules. 
Exceptions to this are parthenocarpic (seedless) fruits, some of 
which have genetic causes, and others which are induced 
chemically by application of growth-promoting hormones: 
auxin, gibbercllin, cytokinin or combinations of these. 
Parthenocarpic fruit are prized by humans and include seed-
less or semi-seedless conunercial varieties of grape (see fron-
tispiece to Clupter 11), citrus, banana, watermdon, pineapple 
and lychee. The relationship between seed and fruit growth 
appears to be driven by hormones synthesised in the devel-
oping endosperm and embryo, and is neatly illustrated by the 
relationship between auxin levels and fruit growth rates in 
blackcurrant (Figure 9.6). 
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Figure 9.6 Durillg teed and fruit development ln maD7 ap<ecleJ there Is • 
phase of endo1perm development followed by embryo gl'OWth. These two tis-
sues are thought to be the toUICe of hormoDea that promote &uit gl'OWth. 
Here, the cwo npid phases during the double algmold f:rult pvwth curve of 
blackcurrant (Rlhs 1tlfN) coincide with petb of IAA contmt (•olld circles) 
and with maximal rates of endosperm then embryo deYelopment (open cir-
cles). 
(Based on Wright 1956) 

(b) Mediators 
The second broad role ofhonnones is as mediators of environ-
mental signals, often stress factors, which lead to modification 
of physiology and patterns of development. For example, as 
discussed in the preceding chapter, photoperiod perception in 
leaves leads to flowering at the shoot apex. A light signal is 
translated into a chemical one. The route of signal trans-
mission from leaf to apex appears to be in the phloem sap, and 
although we do not know of a universal 'florigen' hormone, 
part of the signal in some species may be specific types of gib-
berellin (Evans ct al. 1994b,c). Gibberellins also have a wider 
role in mediating some types of phytochrome responses, such 
as stem dongation in long-day plant rosette species (Wu et al. 
1996).Entry into and exit from dormancy often depends on 
external inputs such as fluctuation in water availability: some 
responses to dehydration during seed maturation and imbibi-
tion during germination are mediated by ABA and gib-
berellins, respectivdy. Low temperature is another factor 
which can break endodonnancy or induce flowering. and may 
be mediated by hormones such as gibberellins and cytokinins. 

FEATURE ESSAY 9.1 Models for control of shoot branching: 111ore than just 
auxin and cytokinin 
C. C .. \'. "litm/J111l 

The conventional view of apical dominance control in 
plants is that auxin inhibits branching whereas cytokinin 
promotes it. The original paper by Sachs and Thimann 
(1967) examined responses to auxin applied to cut shoot 
stumps or cytokinin applied directly to buds. Radiolabelled 
auxin applied to a shoot stump is mmsported in a polar 
manner down the stem (Figure 9.3).These data were extrap-
olated to the asswnption that endogenous honnones will 
behave similarly, that is, on decapitation (removal of the shoot 
tip and hence a main source of auxin) auxin supply down 
the stem will diminish and bud growth is permitted. 
However, endogenous IAA and cytokinin levels in buds both 
increase within a few hours 'of shoot decapitation (Gocal et al. 
1991; Turnbull et al. 1997). Since the late 1980s, many trans-
genic plants have been created with .altered auxin or cytokinin 
content. Superficially. the phenotype of these lines supports 
the auxin-cytokmin hypothesis: high-cytokmin ipt plants 
branch more, as do low-auxin iaaL plants (Medford et al. 
1989; Romano et al. 1991). However, closer examination of 
the devdopmental sequences reveals that often branching is 
hardly affected at all in young plants, even though the con-
stitutively expre~ed genes cause altered honnone content at 
all stages of the life cycle. Instead, bt3llching is promoted 
only later in development, around the time of flor.U initia-
tion when wild-type plants also branch. Auxin and 
cytokinin therefore appear to modify rate ofbud growth but 
not always the timing of its onset. In addition, there are ques-

tions about whether roots are the main source of cytokinins 
for the shoot: in experiments with gcifted transgenic plants 
expressing the ipt cytokinin gene only in the roots, no 
increase in shoot cytokinin was seen and plants did not show 
enhanced branching (Faiss et al. 1997). 

There is also evidence from pea mutants that branching 
control in intact plants cannot be explained by auxin and 
cytokinin alone. The ramosus (Latin for 'branched', abbrevi-
ated to rms) mutants all exhibit greater than normal branch-
ing. From Sachs and 11Wn.ann, we predict either low auxin 
or high cytokinin or both, or altered sensitivity to these 
hormones. However, analysis of xylem sap (the main 
pipeline supplying solutes including cytokinins from root to 
shoot) reveals that in some mutants, xylem cytokinin con-
tent is actually much reduced, by as much as 40-fold in the 
case of rms4. In addition, none of the mutants ·has reduced 
auxin content in the shoot. One mutant, rms2, does have 
slightly elevated xylem sap cytokinin, but it has up to five 
times the normal auxin levd. Clearly. auxin and cytokinin 
levels do not conform with Sachs-Thimann predictions in 
these plants, so another model for branching control needs 
to be developed. 

Using reciprocal grafting experiments, Beveridge ct al. 
(1997a,b) have established where in the plant some of the 
Rms genes are expressed. For example, expression of the 
normal Rms 1 gene does not seem to be restricted to the 
shoot. This conclusion is based on inhibition of branching 
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in both rms1/wild-type (scion on rootstock) and wild-
type/rms1 grafts; that is, provided there is one part of the 
plant with normal Rms 1 expre~on, then branching will be 
inhibited compared with the rms1 mutant. The Rms1 gene 
therefore may control. a br.mching inhibitor that can move 
from root to shoot, but can also act directly in the shoot. 
Because rms 1 plants have nonnal lAA transport and are not 
lAA deficient, we deduce that this inhibitory signal is 
almost certainly not auxin. 

On the other mnd, rms4 shoots grafted onto wild-type 
roots still branch. but the wild-type roots now export rms4 
levels (i.e. very low) of cytokinin. The converse graft of 
wild-type shoots onto rms4 mutant roots does not branch 
but the roots now export wild-type levels of cytok.inin 
(Figure 1). The deduction is that the normal Rms4 gene is 
expressed in the shoot only, and two consequences of the 
rms4 mutation are enhanced branching and down-regula-
tion of root cytokinin export. The latter must require a 

shoot to root signal, but auxin is again an unlikely candi-
date. We are therefore left with two intriguing conclu-
sions: 

1. Auxin and cytokinin alone do not explain the control 
of apical dominance in intact plants. 

2. there is evidence for at least two novel (i.e. not auxin 
or cytokinin} graft-transmissible branching signals, one 
moving from root to shoot {the Rms 1 factor} and one 
moving from shoot to root (a signal relating to Rms4). 

Plant architecture is closely tied to shoot branching ahd 
is an important character in many crop plants. For example, 
increased bushiness is desirable in ornamental pot plants, but 
a single trunk, non-branching phenotype is most valuable 
in plantation timber species. In the future, there may be 
potential for regulating br:mching through genes such as 
the Rms series, in addition to manipulation of auxin and 
cytokinin status. 
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ABA as a mediator of water status information 
The role of ABA in transmitting infomution about plant 
water status was discovered in the early 1970s. Here, we ake a 
detailed look at one of the best studied of all 'mediator' roles 
of hormones. When water loss from leaves is accelerated by 
exposing them to a stream of warm air, ABA concentration 
rises dramatically, by about 10- to SO-fold and stomata close 
(Zeevaart 1980). Similarly, a low concentration of ABA sup-
plied exogenously to excised leaves via the transpiration stream 
induces stomata.I closure. It w:as concluded that.ABA synthesis 
in leaves, induced by water stress, is the cause of stomata.I clo-
sure. Further evidence for the involvement of.ABA in stomaul 
regulation came from studies of ABA-deficient mutants such 
as .fiacm in tomato, wilty in pea and droopy in potato, which wilt 
rapidly when exposed to only mildly stressful conditions but 
regain a nonnal phenotype if m:ated with ABA. 

Synthesis of ABA in wilting leaves is enhanced as turgor 
approaches zero. Conjugated fonllS of.ABA such as theJ-glu-
coside can be present in leaves at quite high concentration 
and represent a potential source of fi:ee ABA, but actually 
appear quite stable and do not break down under stress. 
Therefore dt novo synthesis of ABA during stressful conditions 
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is responsible for stomata! closure, and acts as a protective 
mechanism against the potentially damaging effects of water 
loss. AB.A-induced stomata! closure pre-empts hydraulically 
driven stomata! closure which would eventually occur as 
stomata! guard cells lose turgor. Hydraulically driven closure 
occurs far later than closure induced by ABA and usually 
occurs too late to prevent excessive and damaging levels of 
water deficit. 

Stomata! closure in response to increased levels of foliar 
ABA provides a solution to one of the major problems faced 
by mesophytic plants, that is, the compromlie between main-
taining sufficient gas exchange to satisfy the C02 requirements 
for carbon assimilation but at the S21I1e time limiting water 
loss when conditions become unfavourable. However, this 
rather simple interpretation of plant response to stress is not 
the whole story. For example, water-stressed plants can have 
leaf water potentials which are similar to or even higher than 
those of well-watered plants and yet the stomata are fully 
closed (Figure 9.7). Shoot extension and leaf expansion arc 
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PLANTS IN ACTION 

also highly sensitive to stressful conditions but they are not 
always accompanied by low leaf water potentials. Clearly,ABA 
synthesis in leaves is not the only process occurring during 
water stress. 

Roots as a source of ABA 
Part of the answer to this puzzle came from experiments using 
plants with divided root systems. For example, if a piece of 
grapevine cane bearing six or seven nodes with dorman~ buds 
is sawn along its length from the base for about two inter-
nodes, it is possible to induce root formation on each of the 
two halves. These split root systems can be planted in separate 
pots or in the field, which allows independent manipulation 
of the soil moisture status of each root (Figure 9.7(d)). It has 
long been known that xylem sap contains ABA, and that 
increased ABA in droughted roots might thus be transmitted 
to the leaves (Davies and Zhang 1991). However, simply dry-
ing the roots of a plant with a single root system affects the 
water relations of the whole plant and it is then difficult to 
distinguish the effects of lowered leaf water potentials from 
the effects of root-derived chemical signals. Split-root plants 
allow study of the effects of drying soil without the com-
plications of changed water relations because the soil around 
one root system is maintained fully watered. This root system 
supplies as much water as the canopy needs. Nonnally, the 
second root system is then dried and the effects of any chem-
ical signals studied. Here we show the effect. of withholding 
water from one root system of twin root grapevines 
(Figureure 9.7). Stomata! conductance fell rapidly, and within 
8 d was only 22% of that in fully watered control vines yet 
water potential of the leaves remained unchanged. Leaf ABA 
content also changed in response to partial root drying. When 
conductance was at its lowest, ABA levels had doubled when 
compared with fully watered controls. ABA levels returned to 
control values 10 d after rewatering the dry pot, but conduc-
tance took somewhat longer to recover. 

The leaves did not receive any hydraulic (water deficit) 
signal which may have initiated local ABA synthesis. We con-
clude that the drying roots produced a chemical signal which 
is transported to the leaves in the transpiration stream and 
which induces stomata! ·closure. The chemical signal is most 
likdy to be ABA. Zhang and Davies (1990) took a direct 
approach by supplying different solutions to excised maize 
leaves and measuring stomatal conductance (Figure 9 .8). They 
tested xylem sap from well-watered leaves, sap from stressed 
leaves, sap from which most of the ABA had been removed by 
passage through a column containing anti.-ABA antibodies 
and a series of synthetic ABA solutions. In every case, the anti-
transpirant activity of each solution was explicable in terms of 
its ABA content. Further evidence that it is a closing stimulus 
arising from drying roots and not a lack of an opening stim-
ulus comes from the observation that stomata re-open after 
drying roots are excised. 

Experiments like this help us understand how plants in the 
field deal with everyday fluctuations in soil water, sustained 
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Figure 9.8 Luge lluccualioru are oftea teen io. ABA conc:encratiom in 
:irylem sap maring 6om root to shoot. In some apecin auch as maize (but 
not odsen tuch u wheat and apricot; 1ee Figure 9.9), drought-Uidaced stom-
ata! clostttt can be ac:c:ounwd for entirely by the increated amount of ABA 
tipal. In thls exper.lment, inc:nased ADA was gestented by withholding 
wattr for up to 10 d. The error ban on each poin' an studard dmadons 
and indicate the ra>1ge of both the inaeu e in ABA content and the efl'ect on 
stomata! cooductance. The open circle shows the xylem ABA c:onc:encradon 
and leaf conductaoce resulting &om feeding 10~ M ABA to pan of the root 
system. 
(Redrawn, with pttmission. from Zhang and Davies 1990) 

drought and other environmental conditions. Surface layers of 
soil, which usually have the highest root densities, dry first and 
roots in this zone will be stimulated to send enhanced ABA 
signals to the leaves, slowing transpiration and thus providing 
the first indication that soil conditions are not ideal. At this 
time, the deeper roots may still have access to water and so no 
hydraulic signal has been generated. SuchABA signalling from 
roots does not result in large increases in leaf ABA and rhat 
which does accumulate is soon dissipated through metabolism 
and translocation once the dry root signal is removed. This 
enables leaves to monitor continuously root water stress and 
to adjust stomata! apertures according to distant and local 
water availability. If drought continues and more of the soil 
profde dries, then leaf water potentials will fall and trigger 
new synthesis ofABA in leaves, reinforcing and extending the 
stomata! closure already set in train by the roots. The large 
increases inABA which then result may have more far-reach-
ing consequences because expression of certain genes is reg-
ulated by ABA (see Section 10.3). Some of these have 
sequences which are predicted to confer heat stability to their 
resulting protein products. 

Unexpected relationships between conductance and ABA content 
The picture of ABA derived fi:om roots causing reduced 
stomata! conductance during periods of water deficit is true 
in many, but not all. cases. For example, this correlation does 
not hold in apricot which instead can osmoregulate and 
thereby maintain stomata! opening. In a study comparing the 
drought responses of grapevine, which largely confonru to 
the nonnal model, with apricot, another drought-tolerant 
plant often grown in close proximity to grapevine, xylem 
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figure 9.9 In an unusual response, ttomacaJ conductance was poaidvely 
conelated with leaf ABA concentntion and not iawrNly correlated as 
ap•cted. This 1cudy used apricot plants, which are able to oamottgulate dur--
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increue in ADA i1 probably the n&ult of illcrHSed supply &om the roots 
during drought, but in diu cue the ADA doe. not re1ult In 1tom.ar:al closure 
(Rcpmduc~d. with permWion. &om L~ <I di. 1987) 

ABA content in apricot was only about 5% of that needed to 
induce stomatal closure. Moreover,ABA levels in leaves showed 
a positive relationship with stomata! conductance, contrary to 
normal expectations (Figure 9.9).ABA was accumulating with 
increased transpiration but was having no effect on stomata! 
conductance. Unlike grapevine, which operates over a fairly 
narrow range ofleaf water potentials, apricot leaf water poten-
tial fell progressively throughout the season, yet stomata 
remained open. The key to these apparendy anomalous results 
was that leaf osmotic potential fell along with the water 
potential, thus maintaining leaf turgor and stomata! opening. 
By the end of the growing season, somitol, the major organ-
ic osmoticum in apricot leaves, had accumulated to a concen-
ttation of 400 mM. Apricot uses osmotic adjustment to pro-
tect itself during drought and ABA appears to play little part. 
Indeed, it was found that even when apricot leaves were 
deliberately wilted, their ability to synthesise ABA was almost 
totally eliminated when sorbitol concentrations were high 
(Loveys et al. 1987). 

Next, we follow the signallirig pathways to their final sites of 
action, namely modified development and physiology. 
Essentially, there are two options: direct effects and action 
through altered gene expression. 

9.2.3 Direct effects on cellular 
processes 

Some hormone systems are coupled to existing components 
of a cell's physiology. This is an dfective means of achieving 
rapid responses, often within a few minutes of alteration of 
hormone levels. Three cases are presented which illustrate 
how important direct effects can be. 

(a) Auxin and acid growth - the proton pump 
story 
In the 1930s, the original proposed function of auxin was as 
a shoot growth promoter, also involved in unequal rates of cell 
elongation in cereal coleoptiles during bending associated 
with tropisms. We now know that auxin is active in promot-
ing cell expansion in many other tissues: stems, roots, fruits 
and callus cultures. Two mechanisms seem to be involved, one 
involving rapid changes in gene expression (see Section 
9.2.4b) and another which directly affects the cell wall. This 
latter may operate through what is often termed the Add 
Growth Theory and relates to auxin stimulation of 'proton 
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pump' ATPases located in the plasma membrane which rapid-
ly increase H+ concentrations in the cell wall compartment 
(Figure 9.10(a); Rayle and Cleland 1970). Low pH was orig-
inally proposed to modify some of the bonding between cell 
wall polymers, especially H-bonds and ionic bonds, and also 
to stimulate some hydrolytic enzymes. The mechanism now 
appears to involve cell wall proteins called expansins which 
are pH sensitive and interact with other cell wall polymers to 
modify wall mechanical properties (Cosgrove 1997). The 
result is a softening, or increase in plasticity, of the wall which 
then expands more rapidly under the driving force of turgor. 
The other component of wall mechanical properties is 
referred to as elasticity but because this is reversible deforma-
tion it does not lead to growth. Some controversy has existed 
on this subject since the 1970s, mainly centred on whether 
acid growth fully accounts for the auxin effect, and whether 
it is a universal phenomenon. There is little doubt that auxin 
stimulates proton pumping and acid-induced growth is prob-
ably at least a part of the initial growth response, but th.ere are 
also acid-independent components of growth (Schopfer 1989) 
and other changes are needed for sustained auxin-induced 
growth. The discovery of auxin-stimulated genes that respond 
within 5 min (Section 9 .2.4) suggests that direct acid-induced 
growth and gene expression changes may occur simultane-
ously. 

(b) Gibberellins and ethylene modify growth 
directions via control of microtubule orientation 
Plant shape or form is determined by the directions in which 
its component organs and tissues grow. Disorganised growth 
in all three dimensions leads to a callus or tumour, so an 
organised plant clearly has spatial control of growth. 
Theoretically, each cell can grow in any direction, but usually 
the existing cell walls place some mechanical restriction on 
this. Cellulose microfibrils - bundles of cellulose molecules 
- contribute a large proportion of the strength of the pri-
mary wall, and have only limited elasticity. This means that 
growth along the axis of the microfibrils is restricted, but 
growth perpendicular to this axis can continue. Organising 
microfibrils into parallel arrays will therefore force pre-
dominantly one-dimensional elongation growth. Microfibril 
orientation, in turn, is dictated by subcellular components just 
inside the plasma membrane called microtubules (see Section 
10.1.2). Any factor that modifies the microtubule arrays can 
alter growth rate or direction. Indeed, gibberellin accelerates 
elongation rates in stems, associated with more longitudinal 
microtubules (Figure 10.15), and ethylene leads to radial 
(swelling) growth because it causes microtubules to take up 
more random orientations (Figure 9.11). An intriguing 
exception to this is the rapid internode elongation induced by 
flooding of semi-aquatic species such as deepwater rice. This 
adaptation maintains the leaves above the hypoxic conditions 
within the paddy waters. Indeed, low oxygen concentration is 
the stress signal that initiates the growth response by inducing 
ethylene synthesis. What is unexpected is that ethylene in this 
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cytoplasm joss beneath the plasnu membrane. The mechanism is described 
in more detall ill Section 10. t.2 
(Reproduced, wirh permission. fi:om Raven ti ol. (1992) 

case does not lead to radial cell expansion but instead to elon-
gation. The explanation comes from evidence that in this 
species ethylene increases tissue sensitivity to gibberellins, 
which in turn stimulate greater than normal shoot extension 
(Raskin and Kende 1984). This is a neat example of inter-
actions between hormones resulting in a much improved 
adaptation to a specific environmental problem. 

(c) ABA and stomata! guard cells 
We previously mentioned the role of ABA in regulating stom-
ata! aperture. This response does not involve growth, it is rapid 
and reversible, and the magnitude of opening or closing is 
dependent on ABA concentration across a wide r.mge. Leaf 
epidermis can be peeled o.ff' in a single cell layer and floated 
on ABA solutions, resulting in a stomatal closure response 
which commences with.in minutes. The mechanism does not 
seem to involve changes in gene expression, at least not ini-
tially. Instead, water and solutes are moved rapidly out of the 
guard cells and the change in aperture is a function of cell tur-
gor and volume. During closure, potassium channels in the 
guard cell plasma membrane open, allowing potassium ions to 
flood out into the adjoining subsidiary cells. Anions such as 
malate and chloride move in the same direction to maintain 
electrical neutrality. This change in total solute content leads 
to osmotic imbalance and hence .rapid water efBux from the 
guard cells (Figure 9.12). The resultant cell volume change is 
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the direct cause of stomata! closure. Re-opening tends to be 
slower, because it takes time for the ABA level to decline and 
for the solutes to be moved back. 

9.2.4 Modified gene expression 

With the advent of more sophisticated methods of detecting 
changes in gene expression, it has become clear that many 
responses to plant honnones operate through up- and down-
regulation of specific genes. In some cases, hormone signals 
elicit gene expression within a few minutes, so speed of response 
is no longer a diagnostic tool for deciding whether a hormone 
is acting directly on physiological processes.Analysis of DNA 
sequences in the promoters of hormone-regulated genes has 
shown conunon short sequences, typically four to twelve 
nucleotides long, called 'response elements', which arc unique 
to each hormone class and arc essential for hormone action 
(Table 9.2). Provided other essential factors are present, these 
response elements allow a single hormone potentially to reg-
ulate expression of whole suites of genes each carrying the 
same response element. 

(a) Gibberellin- and ABA-induced gene 
expression in germinating cereals 
The 'opposing forces' of gibberellin and ABA in seed dor-
mancy were described in Chapter 8, but these hormones also 
appear to operate in regulating metabolism in the seed during 
the germination phase. This is best known in cereal seeds. 
Gibberellins, produced in the embryo and scutellum, move 
through the endosperm to the alcurone layer, where they stim-
ulate expression of a suite of genes coding mostly for enzymes 
that hydrolyse stored starch, protein and lipids. These resources 
are contained in the endosperm into which the enzymes are 
secreteli. The released producu move to the embryo and pro-
vide it with energy and the building blocks required for the 
rapid growth of the developing seedling. The best-known 
genes are those for a-amylase which degrades starch to sug-
ars. If, however,ABA is applied before or with the gibberellin, 
then the a-amylase gene expression is much reduced. We now 
know from DNA sequence analysis of the gene promoter in 
rice, wheat and barley that there are specific response ele-
ments upstream from the transcription start (see Section 10.3) 
which arc necessary {or gibberellin or ABA to be effective 
(Table 9.2). If either the gibbercllin-response or ABA-
response element is excised or deleted from the gene, then the 

Table 9.2 Some known promoter elements associated witli regulation by plant /1onnones. 

Hormone Promoter element iequence Gene Trancription factor Source R.efereace 

Auxin CCTCGTGTCTC• CHJ ARFl Soybean Uhnasov d al. (1997) 
TGTCTC SAUR. Soybean Li et al. (1994) 

Gibbcrellin TAACAAACTCCGG Amylase .Rice aleuronc: Tamm et al. (1994) 
TAACAGAGTCTGG Amylase GAMyb Barley aleurone Gubler ct al. (1995) 
TAACAUANTCYGG Amylase Alcurone Bethke et al. (1997) 
YCTTIT Amybsc Alcuronc Bethke ti al. (1997) 
TATCCAY Amylase Alcurone Be~ t:t at. (1997) 

Abscisi.c acid GTACGTGGCGC HVA1 Barley alcuronc Shen and Ho (1995) 
NCACGTGGC EM EMBP-1 Wheat embryo Guiltinan et 111. (1990) 

Ethylene TAAGAGCCGCC PRP .ERE.BP Tobacco leaf Ohrnc-Tabgi and ShiNhi (1995) 
•underlined DNA sequences are essential for response to the hormone. This is normally deduced from deletion analysis experiments (see 
Section 10.3) which involve progressive excision ofincreasing lengths of the promoter until the hormone response is lose. Base codes are 
adenine (A), cytosine (C), guanine (G), thymine (T), any purine {U), any pyrimidine (Y} and any nucleotide (N) 
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response to that hormone is lost. The time scale involved in 
switching on gene expression is around 1 h and measurable 
increase in enzyme activity occurs soon afterwards (Higgins et 
al. 1976). 

(b) Auxin-induced growth genes 
Some of the most rapid changes in gene expression yet found 
in plants are those that occur in response to auxin application 
to growing tissues. The work of Guilfoyle on the SAUR (short 
auxin upregulated) and GH3 genes of soybean has shown 
enhanced mRNA levels within 2-5 min (Guilfoyle et al. 
1992). We do not yet know exactly what the functions of the 
gene products are but they are more abundant in faster grow-
ing cells, for example on the lower side of a horizontally 
placed hypocotyl as it responds to light or gravity (Figure 
9.10(b)). In this case, no additional auxin was supplied, and the 
distribution of gene expression may reftect localisation of 
endogenous auxin. Two interpretation are possible: (1) this is 
proof that modified endogenous auxin levels are involved in 
tropisms; (2) this simply demonstrates that auxin-induced and 
tropism-induced growth stimulate expression of the same 
growth-associated genes. 

9 .3 Harnessing hormones: 
making use of chemical signals 

9 .3.1 Manipulating growth and 
development with applied plant 
growth regulators 

Plant growth regulators (PGRs) are a diverse group of chemi-
cals classified by their ability to modify plant development 
and/ or biochemical processes. They include not only the 
native plant hormones already discussed and their synthetic 
analogues, but also many other compounds that infiuence 
hormone physiology, especially inhibitors of hormone 
biosynthesis and compounds that block hormone action, per-
haps by interfering with receptor binding. 

(a) How specific can we be? 
From the preceding sections, it is clear that hormones are 
multifunctional, and responses depend on dose, site of ap-
plication and developmental stage. In theory at least, we have 
the potential to infiuence almost any developmental process, 
and over the past 60 years probably just about every PGR on 
the shelf has been tried out. Controlling plant height, inducing 
flowering, increasing fruit numbers, generating seedless fruit, 
inducing seed germination - all worthy aims often with 
commercial success as reward for the ·successful'. 

But all is not so simple. For every 100 attempts, probably 
only one becomes regular practice in agriculture or bio-
technology. Why? The multifunctionality, the variability of 
response between genotypes, between tissues of different age, 
modification of response by environmental factors - all these 
can thwart the best-planned strategy even with the 'right' 
dose, timing and placement on the plant. In phannacological 
tenns, the side effects are often stronger and more undesirable 
than the targeted response. Here we select a few examples 
which have found commercial application. 

Stem elongation and gibberellins 
Gibberellins are well known for effects on dormancy, germi-
nation, flowering and fruit development, but one of their 
most studied roles is in modifying stem elongation. This is a 
'rate' process rather than an ·all~or-nothing' on/off switch, so 
we predict graded changes in cell growth rates as gibberellin 
concentrations are modified upwards or downwards. The tools 
are gibberellin mutants (deficient either in the capacity to pro-
duce active gibberellins or the capacity to respond to them; 
see Section 9.3.2), several gibberellins available in commercial 
quantities, and several compounds that more or less specifically 
inhibit gibberellin biosynthesis (Figure 9.13). Thus we have 

Figure 9.ll The effect of paclobuiruol, an inhibitor of glbberellia bio-
ll}'lllhew, on &hoot powth and ti-ring of poinnnia, a popular ornamen-
tal poc plant. The cnaced p!aut on the right hu shorter internodes, duker 
peen leaves and sllghlly enhanced dowering, all chuacceristics of glbbereUin 
depledon 
(Photognph Copyright ICI Auscnlia, reproduced with pcrmiuion) 

possibilities of examining the effects of genetically or chemical-
ly altering gibberellin levels. The almost universal result is that 
plants with low gibberellin concentrations end up shorter 
(more dwarfed} than those with higher levels. There are lim-
its to the range over which this applies, that is, there is a ceil-
ing growth rate beyond which no response is elicited by extra 
gibberellin, but in the best-studied examples, such as pea, the 
classic log dose-linear response relationship seems to hold quite 
well (Figure 9.14). 
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Pigutt 9.14 Genedc and hormonal control of development ue Illustrated 
by the relationship between acdve gibberellin cont•nt and ia.teraode length 
in pea genotypes with di(('erent .Uelea at the u locus, a gene which encodes 
an enzyme for syntheJla of bioacdve GA1• The wild-type Le bas a normal 
~e and 11111 ataNre, le la dwarfed and has a defective but leak}' enzyme, 
and It' Is extremely dwarfed with almost no enzyme accivi1y. Note the linear 
relationship between internode length and log of gibberellhl content, show-
ing a wry wide range of concentradons over which the plant can detect r;ib· 
bttellim. This paph la slmllar to the classical 'dose-response' plots used in 
early honnone reseuch to tess biological activity of exopnoudy applied 
compouadi 
(Redrawn. wi1h p<."rmi.Won, from R.a.. ti al. 1989) 

Parthenocarpic fruit: auxin and gibberellins 
One highly desirable char.icteristic in most fruit crops 
(though not in nut crops!) is seedlessness. This occurs sponta-
neously in banana because of its triploid genotype, and in cer-
tain kinds of citrus because of early embryo abortion. In some 
mandarin types, an aux.in spray before or jwt after bloom 
induces fruit to set without seeds. In certain grape varieties 
such as Sultana (known elsewhere as Thompson Seedless) the 
seed starts to develop but then aborts and added gibbe.rellin is 
required to promote nonml fruit development (see frontispiece 
to Chapter 11). ln both cases, the applied hormone is thought 
to be substituting for what would normally be generated by 
the growing seed (Figure 9.6). This gives an insight into how 
fruit and seed development are intimately coordinated.Auxins 
can cause similar seedless fruit in other crops such as citrus, 
but later applications can lead to abscission, probably via 
induction of ethylene synthesis, and are useful for fruit thin-
ning on trees that otherwise tend to bear excessive numbers 
of undersized fruits. 

Tissue culture: auxin and cytokinins - the essential hormones 
When a plant breeder or horticulturalist fmds a new, poten-
tially valuable plant, the first priority is usually to multiply it. 
Often the plant may be infertile or progeny may be geneti-
cally inferior. It then becomes necessary to use vegetative 
propagation. Remember that many plant cells have a remark-
able property called totipotency (section 10.2), so almost any 
fragment of a plant (or explant) can be used to regenerate new 
genetically identical plants, called clones. The most· dramatic 

advances in plant propagation, resulting in the ability to gen-
erate millions from one, are due to tissue culture or micropropa· 
gation. Not all plants spontaneously enter into useful fonns of 
regeneration when cultured: indeed most need some fonn of 
chemical persuasion. The most powerful control comes from 
use of two honnones, auxin and cytokinin. Auxin tench to 
promote cell expansion and, together with cytokinins, induces 
cell division, whereas cytokinins can induce cell division. On 
top of these fundamentals of tissue growth, auxin causes cells 
to become organised, sometimes simply into vascular tissue but 
more importantly to fonn roots. Cytokinins on the other 
hand induce shoot fonnation. The ratio of contentrations of 
auxin to cytokinin, as discussed in Section 9 .2.2, appears to 
detennine the type of development that ensues. 

Legislation, safety and moral issues 
In addition to the physiological issues, increasing awareness of 
environmental pollution and potential dangers of exposure to 
hazardous chemicals have led to critical examination of use of 
all types of chemicals, especially on food crops. Initial concerns 
were over pesticides, especially organochlorines, but then spread 
to include PGRs. A few of these have made news headlines. 

The selective herbicide 2,4,5-T (2,4,5-trichlorophenoxy-
acetic acid) is a synthetic aux.in that kills dicotyledonous 
(broadleaf) plants but has relatively little effect on grasses (inci-
dentally an excellent example of plants differing in sensitivity 
to the same dose of honnone), and therefore found wide-
spread use for removing dicotyledonous weech from lawns 
and cc:real crops. Its inclusion in the chemical warfare sub-
stance Agent Orange is notorious, but in fact it was an impu-
rity (a highly calcinogenic dioxin compound) in the com-
mercial preparation which led to worldwide withdrawal of 
the chemical. 2,4,5-T itself is not particularly toxic (fable 
9.3). Preparations of a related compound, 2,4-D (2,4-
dichlorophenoxyacetic acid) contain no dioxins and are still 
used as herbicides and in plant tissue culture. 

Alar, also known as daminozide, is a plant growth retardant 
which was used widely on apples to modify fruit shape and 
skin colour. Some evidence in the 1980s suggested chronic 
toxicity symptoms were attributable to this chemical, and it 
was rapidly withdrawn fiom use. Sales of apples, even unm:at-
ed ones, plununeted at the time, a dramatic example showing 
how a small nwnber of scientific data can have massive eco-
nomic consequences. Subsequent investigations concluded 
that there were no subst:antiated toxic effects but, harmful or 
not, the lasting impression in the general public has meant 
Alar has not been widely reintroduced (Caswell et al. 1991; 
O'Rourke 1990). This treatment was never essential for fruit 
production because it was used mainly for cosmetic changes: 
concerning size and appearance rather than to improve yield 
or nutritional quality. In general, legal restrictions, safety con-
cerns and public perceptions are leading researchers and agro-
chemical companies to seek alternative means to achieve the 
same results, some of which are described next. 
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Table 9. J Toxicity values for some plant growtli regulators and otlier 
common organic clmni"'ls. The Wso test is a standard measure of acute 
toxicity, indi"'ting the dose per kilogram of body weight required to kill 
50% of a population. Clearly, tllc dioxin compound is vastly more toxic 
tlian any otlier on tliis list. However, using tliese data in iso'4tion, DDT 
0uld be described as four times less luJmiful than caffeine, yet mucl1 of the 
liuman population delibmJtely ingests caffeine on a daily basis, but would 
be unlikely willingly to consume DDT.17iis illustrates llow CAsity scientific 
data can be misconstrued. Long-tom 'clironic' exposure tn4)1 in fact be 
mucli more common witl1 agricultural cliemiCllls and tn4)1 result in quite 
different toxicities, often with quite different relative hazards d1an tlic acute 
ttst, effective at mucli lower doses and mucli /1arder to attribute to tile sus-
pected chemical 

Compound 

Plant growth regulators 
Alar (daminozide) 
Cycoccl (CCC} 
NAA (auxin) 
2,4-D (auxin) 
2,4,5-T (auxin) 
Dioxin (impurity in 2,4,5-T) 

Other agrochemicals 
DDT (inse<:ticide) 
Aldrin (insecticide) 

'Evi:ryday' chemicals 
Thiamine (vitamin B) 
Caffeine 
Nicotine 
Paracetamol 
Aspirin 

(Source of data: Merck Index) 

lDso 
(mg kg""1 oraUy in 
lcaboratory animals) 

8400 
54 

1000 
370 
390 

0.022 

500 
7 

8200 
120 
320 
338 

1100 

9 .3.2 Control though genetic 
alterations 

A more stable and permanent way to alter plant development 
is through genetic modification. Essentially we depend on 
mutations, which can be spontaneous or induced by mutagens 
(DNA-altering chemicals or high-energy radiation such as X-
rays, Y-rays or fast neutrons), and genetic engineering which 
allows us to remove, add or modify the expression of specific 
genes. The colossal expansion of genetic engineering since the 
mid-1980s is the single most remarkable change in biological 
research, and is covered further in Chapter 10. Here we look 
at some successes, pitfalls and limitations of plant genetic 
manipulation of hormonal signalling. 

Genes for a few hormone biosynthesis enzymes have been 
isolated: these include one cytokinin and two auxin genes 
from plant pathogenic bacteria such as Agrobactcrium, whose 
gall or tumour symptoms on infected plants relate specifically 
to the extra auxin and cytokinin produced - another ex.am-
ple of the delicate hormone balance required for normal 
development. Plant genes for the two final steps of ethylene 
biosynthesis (ACC synthase and ACC oxidase; see p. 000) 

have been cloned, and there are now reports of isolation of 
ABA genes (Marin et al. 1996) and some of the many gib-
berellin biosynthesis genes (e.g. Phillips ct al. 1995). There are 
impressive examples of applications of hormone biotechnology 
in retuding senescence of cut flowers (Figure 10.45) or con-
trolling rates of ripening in stored .fruit, but there are also 
significant gaps: we do not yet have isolated plant genes for 
auxin and cytokinin biosynthesis, or auxin- or cytolcinin-
deficient mutants, which hinders our interpretation of exactly 
which processes these hormones regulate. One view is that 
these two hormone classes are so essential to normal organised 
plants that deficiency would be a lethal character. Alternatively, 
multiple copies ofbiosynthetic genes may give plants a back-
up system for continuing hormone production. In both cases, 
it is likely to be very difficult to screen for such mutations. A 
better target might be leaky mutations with only a partial 
restriction of honnone production. On the positive side, the 
array of gibberellin-related dwarfS clearly demonstrates non-
lethal phenotypic alterations due to single gene mutations. 
Plants hampered in gibberellin, ABA or ethylene biosynthesis 
or perception are altered in specific developmental or physio-
logical characters, but otherwise develop quite normally and 
most are reasonably fertile. 

Achieving suitably precise control of transgene expression 
is difficult and severity of mutations is unpredictable, leading 
to many undesirable phenotypes. For example, a recurring 
problem has been from overexpression of the IPT gene, lead-
ing to high cytokinin levels, which in turn strongly inhibit 
ro<>t initiation and prevent recovery of whole plants from tis-
sue culture. Remembering how tighdy regulated plant devel-
opmental signals are, there is a pressing need to have suitable 
promoters, usually developmental stage specific, tissue specific 
or inducible by simple external factors such as 0 2 concentra-
tion, copper ions or heatshocks, to drive gene expression in 
the right tissue, at the right time and to the right strength. 
Often, we have inadequate knowledge of hormone physiolo-
gy to predict all these variables in advance, so research pro-
ceeds in a 'trial and error' fashion. Results often provide 
significant advances in basic understanding, even if the trans-
genic plants are not conunercially useful. 

The term 'billion dollar genes' has evocatively been given 
to genes that affect ripening and senescence, because this is a 
rough estimate of the value of the annual losses that occur 
worldwide due to fruit becoming overripe or too soft, or 
flowers wilting or foliage yellowing during the period from 
harvest to consumer. Most resean:h has targeted high-value, 
perishable horticultural conunodities rather than easier to 
handle grains and processed pmducu. Since the 1980s, key 
achievements towards gaining genetic control of postharvest 
physiology include: 

• isolation of the two plant genes necessary for ethylene 
biosynthesis; 



• isolation of one bacterial gene for cytokinin biosynthesis; 
• isolation of genes for enzymes catalysing pectin degrada-

tion, a major element of fruit cell wall softening; 
• the ability not only to insert additional genes but to 

switch off effectivdy existing ones with methods such as 
'antisense' or 'co-suppression' technology. 

Commercial genetically engineered products have now 
been released, such as the FlavrSavr tomato, in which the 
polygalacturonase gene that normally leads to rapid fruit soft-
ening has been switched off by antisense RNA (Figure 
11.22). Many more products of this type are in development. 
Tomato was sdected as suitable for first trials because it is a 
major crop around the world and it is in the family Solanaceae 
which is generally amenable to biotechnology. There are also 
non-ripening tomatoes that have greatly reduced ethylene 
biosynthesis in the fruit. These can be ripened by exposure to 
ethylene gas, but not until they reach the market. Ethylene 
'gassing' has been used for many years on nonnal tomatoes, as 
well as on bananas and citrus. 

Carnations have been developed whose flowers do not 
show the nonnal rapid senescence, characterised by rolling up 
and wilting of the petals (Figure 10.45).These either have one 
of the ethylene biosynthesis enzymes blocked or have the bac-
terial cytokinin IPT gene inserted, which affects the normal 
balance of senescence regulation, where ethylene is promotive 
and cytokinin is inhibitory. Many other 'valuable' genes are 
being sought, such as those which might give a novel flower 
colour (Figure 10.45), or confer disease or pest resistance with-
out the need for chemicals or lengthy conventional breeding 
programs. Some of these are discussed in Chapter 10. 

Auxin and cytokinin genes: transformation to rooty and shooty 
phenotypes 
Agrobaderium tumefaciens, the causative agent of crown gall dis-
ease, generates its symptoms and harnesses the plant's 
resources by inserting some of its own genes into the host 
DNA. This natural form of transformation h2s been exploit-
ed in many ways, and Agrobatterium remains one of the most 
popular means ofinserting other genes into plants. Pathogenic 
transformation involves the Ti (tumour-inducing) plasmid, a 
circular piece of DNA containing the genes, two auxin and 
one cytokinin, necessary for biosynthesis of these two hor-
mones. There are other plasmid genes associated with viru-
lence and amino acid metabolism which we will not discuss 
here. Once the hos~ is transformed, the bacteria are no longer 
required and symptoms persist due to the disruptive eft'ect of 
excess auxin and cytokinin on plant cell development and 
organisation, very much akin to the callus seen in tissue cul-
ture or around a wound site on an intact plant. Other bacte-
ria carry very similar genes, for example A. rhizogenes, 
Pseudomonas savastanoi and Corynebacterium jasdans (Gaudin et 
al. 1994). Our notions of the respective roles of auxin and 

cytokinin in cell organisation are confirmed by experiments 
where one of the hormone genes has been deleted by muta-
tion. The 'rooty' mutant phenotype is due to a non-function-
al cytokinin gene because preponderance of auxin is a root-
inducing stimulus. Likewise 'shooty' tumours result from 
mutation of one or other of the auxin genes, because high 
cytokinin leads to shoot initiation. 

Gibberellin dwa!fa and dormancy 
Dwarf mutant plants of pea, rice and maize have helped enor-
mously in defining the role of gibberellins in stem elongation. 
Many widely used commercial cultivars such as dwarf pea or 
short straw wheat contain reduced quantities of active gib-
berellins, or have an inability to respond to gibbercllin. From 
mutations at different loci and alleles of different 'strengths', it 
has been possible to establish the relationship between endoge-
nous gibberellin content and growth in pea (figure 9.14).This 
shows a remarkable similarity to the plots of exogenous gib-
berellin and growth. Internode lengths, the final expression of 
what was a growth rate, vary linearly with the log of gib-
berellin concentration. Gibberellin deficiency in Arabidopsis is 
quantitatively related to stem growth too, but also to seed dor-
mancy and fruit setting: the more severely deficient genotypes 
require added gibberellin to stimulate normal germination, 
and then a continued supply of gibberellin to support stem 
elongation and fruit devdopment. Interestingly, most gib-
berellin-deficient genotypes are unaffected in time or extent 
of floral initiation, suggesting either that gibberellins are not 
involved in flowering control, or that this function is restrict-
ed only to some species, or that there are specific gibberellins 
for flowering that are different from those involved in stem 
elongation and dormancy. 

ABA mutants are wilty and have reduced seed dormancy 
ABA also appears to have a role in seed dormancy, but one 
that is to some extent opposite to the gibberellin effect. 
Tomato, wheat, pea and Arabidopsis mutants deficient in ABA 
synthesis or ABA response exhibit minimal seed dormancy 
(leonkloosteniel et al. 1996; Ooms et al. 1993). Interestingly, 
added ABA does not wually prolong dormancy, so the role of 
ABA is probably in the entry into dormancy during seed 
maturation rather than in exit from dormancy prior to ger-
mination. In addition,ABA mutants are very sensitive to water 
stress because they have poor control over their stomatal aper-
tun-:s, normally an AHA-mediated process. These 'wilty' plants 
have to be nursed in high-humidity chambers to prevent des-
iccation. Plants with poor drought tolerance are unlikely to be 
commercially valuable, but they are useful tools for testing the 
role of ABA in stress physiology. In the future, ABA genes may 
be manipulated to give enhanad response to or levels of ABA, 
thus improving stress resistance and water use efficiency, two 
valuable attributes for cultivated plants in many parts of the 
largely dry Australian continent. 
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9.3.3 Conclusions: the future of 
plant hormone research 

For many years, plant hormone research focused on measure-
ment of hormone leveJs. Based on responses to applied growth 
regulators, a widespread notion has been that plants regulate 
many developmental processes by actively modifying endo-
genous hormone concentrations. However, despite extremely 
sensitive and accurate assay techniques, there remain scant 
examples where normal plants (i.e. not mutant, not inhibitor 
treated, not genetically engineered) show large changes in 
endogenous hormone concentration at the site of action. Changes 
are usually much smaller than predicted, with some exceptions 
such as SO-fold increases in xylem ABA delivered to leaves in 
response to water status or 20-fold cytokinin level increases 
during donnancy release (Tardieu and Davies 1992; Turnbull 
and Hanke 1985). Much discussion through the 1980s per-
manently altered ideas on how hormones work in plants, in 
particular shifting the focus to control of hormone perception 
and signal cransduction, not just to the control of signal levels. 
The notion of control by changing tissue sensitivity to hor-
mones is not new, but was vigorously proposed by Trewavas 
(1981) and others. However, in the absence of well-defined 
receptors, this theory was hard to test other than by tradition-
al dose-response biological assays. Sensitivity is normally 
equated with presence of a suitable receptor system, but 
insensitivity (i.e. lack of response) can be the result of failure 
of any one of the many events between receptor and final 
physiological action, or sometimes the side effect of disrup-
tion of quite unrelated processes. The upshot has been 
expanded research on signal transduction (Trewavas and 
Malh6 1997), and a more balanced approach to the possible 
means of regulating hormone signalling and action. 

As discussed above, attempting to modify plant devel-
opment through applying PGRs has been popular for many 
years, often referred to as the 'spray and pray' or 'spray and 
weigh' approach. Since the late 1980s, by inserting genes for 
enzymes of honnone biosynthesis into plants or modifying 
their expression, alternatives to PGR treatments have been 
generated. In this way. a plant modifies its own hormone con-
centrations, avoiding the need for external applications and 
potentially reducing amounts of chemicals used in agricultur-
al and food industries. However, the responses are very simi-
lar in both cases: often in addition to the desired response, we 
find one or more side effects which frequently limit the use-
fulness of either technique. The problem lies not only in the 
multiple functions of plant hormones but also in their mobil-
ity within the plant; for eX2111ple, it is quite hard to prevent 
root~synthesised cytokinin moving to the shoot in the xylem 
sap. We conclude this chapter with an idea: if instead of genet-
ically altering hormone concentrations, the receptor or down-
stream events are modified, we may be then able to generate 
much more precise tissue-specific control. Receptors, being 
proteins, will be effectively immobile. Indeed, we already know 

that some hormone receptor genes are regulated naturally 
during development. In tomato fruit, the tETR gene which 
codes for an ethylene-binding protein is hardly expressed at all 
until the fruit starts to ripen (Figure 9 .15). This means that the 
fruit remains very insensitive to ethylene until the stage of 
development when the seeds are mature. Regulation of a hor-
mone response in this case confers an adaptive advantage by 
reducing the likelihood of premature triggering of ripening 
and seed dispersal before maturity. Much current research is 
seeking ontogenetically regulated and especially tissue-
speci.fic promoters to link to a wide range of genes including 
those responsible for regulation of hormone concentrations, 
and this could now be extended to include genes for hor-
mone perception and action. 
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Fig 9.15 Although ripening of climacteric &uit such as tomato is normal-
ly associated with autocatalycic ethylene synthesl.a (tee Chaptn t t). the ph)'s-
loJogic&I re.ponse to this incnased ethylene level depmds on presence of 
ethylHie recepton. In tbit experiment. che e"pnulon of the tETR gene, 
which codes for a ptttumed receptM, was quandfied by the nlalive amount 
of IETR mRNA pretHlt. ID maNre green &ult, the gene Is acan:ely expressed, 
but muimal lewis are preaent du.ring the ltttt vi$lble ecages of ripening 
colour cluinge known u 'breaker' (B). Pruit me fullr red br seven da)'a after 
breaker (B + 7), by which time .receptor gene expression has declin•d again. 
The developmental regulation of receptor levels may be a key safeguard pn• 
vendng premature ON•t of rip•ning until the fruit and seed att at the right 
ttage of development. Deliberate manipulation of hormone recepcor expre$-
aion by pnetic engineering may become a pownfid tool for concroDlng ds-
1ue-1pecl.fic and denlopmental-time-based honnone respo"'" 
(Redrawn, with permission, .fiom Payton ti •I. 1996) 
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