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Amongst other fundamental properties, the protoplasm of
plants is endowed with that of irritability, a certain sen-
sitiveness, that is, to the influence of external agents.

{Sydncy Howard Vines, Lewtires on the Physiviogy of Plant, 1886)

On the one hand, the farmer is concerned with the living
plant; on the other, with that complex set of factors we call
the environment ... A plant, like an animal, is a sensitive liv-
ing thing. Plants make responses to their environment [which)
. may be expressed in tons of leaves and stems, in tons of
roots, in pounds of seed or grain, in barrels of fruit, or in per
cent of sugar, or starch, or acid ... First, we must understand
something of the structure and functons of the plant. Second,
we must have a knowledge of the various factors of the envi-
ronment. And, third, we must know the manner in which the
plant behaves under a given set of conditons. This is a big
order. It is asking much.
{Wilfied ¥ Robins, Principles of plant growsth, 1927

Adaptation of a temperate plant, peach, w cropping in the sub-topics.,
This variety, Flordaking, hay been bred with reduced dormancy which con-
fers a low chill’ requirement. This all the reproductive cycle to proceed
at laditudes {29°8 in this instance) where winters are insufficienty cold w
break the deeper dormancy of normal *high chill” variedes. Developing
Howers were excised from within the protective bud scales over 1 period
from early autumn (March, left) to mid-winter July, right} and show con-
tinaed dow growth droughout (f see Colour Plare xx}

(Photograph courtesy 1] Llopd and C.G.N. Tarnball)
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Introduction

Probably since the beginning of civilisadon, humans have
observed that plants are seasonal organisms. Whether crop
plant or mative species, annual or perennial, herbaceous or
woody, the most obvious manifestation is in time of flower-
ing. The connection of periodic flowering — and sub-
sequently fruit and seed development -~ with seasonal cli-
muates has also been surmised for centuries, but we now know
which environmental factors are largely responsible for regu-
lating time of Aowering. In this chapter, we focus on the most
critical signals, phofoperiod, temperature and wuater. Other signals
enable plants to avwune themselves for optimum development
at other stages of the life cycle: directional stimuli such as fight,
gravity and fouch, as well as dramatic cues for stopping and
starting life, namely fire and drought. Many of these strategies
will be highlighted furcther in Part IV. The chapter concludes
with an exploration of how photoreceptors function.

8.1 Latent life: dormancy

8.1.1 Dormancy: the phenomenon
of suspended animation

Most plants enter a state of latent life at least once throughout
their life cycle. This is dormancy, concisely defined as ‘the
temporary suspension of visible growth of any plant structure
containing a meristem’ (Lang 1987). It encompasses a wide-
spread but remarkable phenomenon and is really a collective
term covering a number of processes in different plant organs.
This has led to problems with terminology, which Lang
resolves into three types of dormancy based on their control-
ling factors:

1. Endodommancy; often called ‘true’ dotimancy, which is
the prevention of growth due to factors within a meris-
tem. Failure of a bud to grow in eardy winter due to
insufficient chilling, even if it is exposed to warm condi-
tions, is an example of endodormancy.

2. Paradormancy, which is the suspension of growth caused
by factors outside the meristem but within the plant. It
is typically an influence of one organ over another, and
includes an apical bud preventing cutgrowth of a lower
bud, which relates to apical dominance {see Martin 1987
fot review). Dormancy imposed by factors in the seed
coat is, strictly speaking, a version of paradormancy,

because the embryo germinates readily when excised
from the seed.

3. Ecodormancy, which is the prevention of growth due to
environmental conditions such as lack of water or tem-
perature extremes. This is also referred to as quiescence
or imposed dormancy (Crabbe 1994).

These definidons are tailored towards woody perennials,
but we are also interested in equivalent phenomena in seeds
and vegentive storage organs. Indeed there are undetlying
similarities, for example in endodormancy release induced by
chilling. A dormant bud on a perennial contains reduced
leaves and floral and/or vegetative meristems, and relies on
the rest of the plant for water and nutrients. A storage organ,
such as a bulb or tuber, is also a plant propagule containing
meristerns (Figure 7.17¢) and its own reserves of nutrients.
Likewise, a seed contains a whole plant — the embryo — and
associated storage reserves. Reesumption of bud growth leads
to shoot emergence through the bud scales, and seed germi-
nation results in radicle then shoot emergence through a pro-
tective seed coat. These morphological differences may
require variations in the physiological control of dormancy.

{a) Why is dormancy important in agriculture?
Plants are generally adapted to their natural environmencs but
many economically important species are cultivated in other
climates. Adaptations are genedcally based and may be impos-
sible to switch off, or at least difficult to overcome. Temperate
fruit trees, such as peaches, eventually become endodormant
even in the tropics. Without chilling or human intervention,
they do not resume normal growth and may even die.
Generally, though, plants will eventually dispense with dor-
mancy-breaking requirements rather than die, often described
as a2 convession from an obligate to a faculmtive state.
Although tropical perennials cannot tolerate cold temperate
winters, they still exhibit endodormancy phases which alter-
nate with dramatic ‘Aushing’ of new vegetative shoots, often
with striking red coloured leaves, as in Syzygium and mango
trees. Dormancy may also prevent or retard seed germination
or sprouting of bulbs, thus reducing the number, quality and
uniformity of plants in a crop.

8.1.2 Seed dormancy

For most plants, seeds are the primary system of reproduction.
Dormancy allows seeds to separate from their mother plant
and survive dispersal over distance and time before growth
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PLANTS IN ACTION

recommences. Developing embryos are growing tissues but
enter dormancy late in maturadon and seeds then dehydrate.
This state of suspended anirnation enhances chances of sur-
vival. The torpedo-shaped seed of a mangrove (Rhizophora
maritima) is an exception that germinates while sdll on the
mother plant. When they fall, seed penetrate securely into soft
mud flats. This adaptation aids speed of establishment in the
unstable ndal zone.

Plant breeders often select seed for uniform, rapid germi-
nation but these characteristics are rare in nature. If all seed
from a species or population genrninated synchronously but
was subsequenty destroyed, say, by frost, the genome would
be lost. Instead, we find that germinadon is usually staggered
Over a season or gver years, Sometimes it is possible to harvest
seeds or embryos before dormancy is induced and thercby
germinate otherwise difficult species.

There are two main reasons why a seed does not germi-
nate: it may be dead (mot viable) or dormant (Mott and
Groves 1981; Langkamp 1987).Vital stains can confirm via-
bility of embryos (Bewley and Black 1982). Embryos may
never develop due to post-zygotic incompatibility (Secton
7.2.4}, may abort during development or may die after seed
dispersal. Endodormant or paradormant seed may be viable,
but may not germinate even when supplied with water and
O, at an appropriate temperature.

Seed longevity often relates to a species’ natural environ-
ment. In climates favourable for permination, many species
have seeds which remain viable for only a few days, for exam-
ple the Queensland umbrella tree (Schefflera actinophylia),
which originates in subtropical rminforests, or a few months,
for example water gum {Tristania lauring) and myrtle beech
(Nothofagus cunninghanii), which come from cooler rainforests.
In contrast, seed from sclerophyllous forests, such as Eucalypius
and Acada (Figure 8.1), remain viable for many years.

There are two categories of seed, recalcitrant and ortho-
dox, and appropriate storage can vastly extend longevity of
bath. Many tropical and subtropical species, such as Cifrus,
mango and rambutan, have recalcitrant seeds; these are not
desiccation tolerant and survive best if stored at high water
content (30%) and warm temperature {usually >15°C).
Orthodax seeds, such as Eucalyptus and Brassica, are usually
storcd below 10% water content and below 10°C. Between
these extremes are many intermediates, and optimum con-
ditions for several impottant crop species have been deter-
mined by empirical experiment. For example, wheat is best
stored at 14.5% seed water content, peas at 14.0% and clover
at 11.0%.

Cells of some testas have hard, thick walls and a waxy layer
which prevents imbibition (uptake of water} and sometimes
even gas exchange. Dormancy persists in the absence of water
or O, essential for germination. Seed-coat-imposed dorman-~
cy is a special case closely related to paradormancy of peren-
nials. Seed coats resist embryo expansion but plant tissues can
exert substantial turgor pressure, so mechanical resistance is
not a common form of dormancy. Roses have a very hard

Figure 8.1 Long-lived seeds of species rypical of Australian sclerophyll
foresta. (a) Ewealyptus evythrocorys radicle emerging Gom capsule; (b} Acacia
covfaceas with Aeshy aril still atached

{Photographs courtesy PT. Austin and J.A. Plumtmer)

seed coat with several sclerified (stony) cell layers and great
pressure is required to break them. Hard seeds are found in
many families and are particularly common in legumes such
as Fabaceae (e.g. clover (Trifoliunr) and lucerne (Medicaga)),
Mimosaceae (e.g. Acaria), and Caesalpiniaceae (e.g. Cassid).
The seed ceat exerts force on the strophiole, a plug-like valve
structure near the hilum with elongated malphigian cells that
separate to permit water entry. These seed coats need to be
weakened physically or chemically to permit imbibition. This
may occur naturally as a result of temperature fluctuations,
abrasion and microbial or insect damage. Artificial
scarification is often achieved by scratching, nicking or by
rotating seeds in barrels containing an abrasive, Alternatively,
seed can be chemically scarified with concentrated H,50,,
which mimics the effect of acid in the stomach of animals. In
many parts of Australia spontaneous fire is common and
destroys most living tissue but enables germination of many
hard-seeded native species (Table 8.1; Bell ef af, 1993). In these
plants, brief seed boiling is commonly substituted to effect
break of dormancy. Heat from fires will damage the testa, but
smoke, perhaps via ethylene and/or sulphur compounds
(Dixon et al. 1995), is akso effective in overcoming other dor-
mancy mechanisms. In serotinous plants, such as Hakea,
Banksia and Eucalyptus, seeds are stored on the mother plant
until fires open the woody fruits, dispersing the seeds into the
nutrient-rich ash bed when competition for light from other
plants has also been reduced. ]
Germination inhibitors can be present in the embryo,
endosperm, testa or the surrounding fruit tissues. Inhibitors




Table 8.1  Fire stimulates germination via several mechanisms: (1) damage to the testa -— equivalent to scarification or boiling; (2) reduction of genn.ina-
tion inhibiters through heat and leaching; (3) smoke exudates (mot all species have evaived with fire); (4) scarification requived — but heat from fire kills

seed
Control Scarification Boiling Boiling Smoke
s 60 3
Fire

Species Type responte Germination {%)

Aracia nervosa® 1 Yes 16* 65 72 70 —
Avdia lasiocarpa® 2 Yes 20 30 82 82 —_
Daviesia preissit® 1 Yes 0 55 58 18 —_
Gompholobitn: keighti = 1 Yes 6 51 61 86 6
Conostylis setosa 1,3 Yes 1 0 53 48
Conospermuty triplinensum 3 Yes 26 38
Anigozanthus manglesii 3 Yes 3 4 6 32
Lechananliia biloba 3 Yes 1 0 40
Thysanotus multiflorus 3 Yo 0 0 1} k)|
Acacia cyclops 4 No 12 72 - 20 —

“Legume; ® = % germination
{Adapted from Bell ¢t al. 1993 and Dixon et al. 1995)

Table 8.2  Seeds of lettuee cultivar Grand Rapids were exposed to brief
periods of altemating red (R = 660 nm} and far red (FR = 720 nm)

Tabie 8.3 In spedes which usually require periods in dry storage, aiterna-
fve treatments can be used to break dormancy

light. The response depends on the last exposure and is typical of phot

versible plytochrome responses Dry storage
Common period Alternative
Treatment Germination (%)} Species name {months) treatment
Darkness 8.5 Triticens aestivim Wheat 37 Stratification
Red (R) 98 Hordeunt vislpare Barley 0.5-5 Stratification, GA,
Red—Far Red (FR) 54 Avena fatua Wild oats 30 stratification, GA;,
R—=FR-R 100 ethylene
RFRR—FR 43 Ocntothera edorata Evening 7 KNGO,
R—FR—=SR—SFRSR 99 primrose
(From Borthwick et al. 1954} Impatiens balsaming  Balsam 46 stratification
Rumex crispus Cutled 60 light, stratification,
dock alternaring
tempetratures
present in seed of Iris, freshly harvested hazelnue {Corylus avel- Lochica safva l;_t::;epf:pl ds > rﬁ;ﬁfi:;ymhm

lana} and desert ephemerals, and in fleshy fruit such as toma-
to, Persoonia and Lomandra, must be removed or inactivated
before germination can proceed; this often happens inside an
animal gut or by min leaching,.

Many species germinate in response to light, but usually
only become light sensitive after imbibition. Germination of
‘Grand Rapids’ lettuce (Lactuca sativa), the weed species Bidens
pilosa, some Australian daisies and many other small-seeded
species is promoted by red light (R; 660 nm)} but inhibited by
subsequent exposure to far-red light (FR; 730 nm) — a clas-
sic photoreversible phytochrome response {Table 8.2 and see
Section 8.4). Sunlight has a high R:FR ratic which signals to
a seed that it is located in an unshaded posidon. However,
chlorophyll in leaves filters out red light so that under a
canopy there is relatively more far-red light; that is, 2 low
RUFR. ratio prevents germination where light is likely to be
insufficient for most species. These seeds use light spectral
composition as an indicator of likely total photosynthetic
radiation. This is an example of secondary dormancy because
it is induced only after seed dispersal (seed that is dormant
when shed from the mother plant has primary dormancy).
Seeds may lie dormant for months or years, germinating only
when 2 tree falls in a forest or after a distutbance such as
ploughing a field. In the latter case, phytochrome is being used

{Adapted, with permission, from Bewley and Black 1994)

mainly to sense light guantity. Deep burial in soil prevents ger-
mination of small seeds with inadequate resources to grow to
the surface. In contrast, permination of Spimifex hirsutus, which
grows on sand dunes, is inhibited by light. Datk condidons
exist deeper in the dune where there is likely to be more
moisture, nutrients and stable sand.

Many seeds will not germinate unless water content has
been reduced by dry storage. This is a common adaptation in
desert annuals, which experience a seasonal rhythm of water
availability. In cereals such as barley and wheat, alternative
treatments can be substtuted (Table 8.3). Some seeds, for
example Ranunrulus and orchids, contain rudimentary
embryos that must develop further before germinaton can
occur, Symbiosis with a fungus supports embryo growth of
many orchids, and inoculadon is incorporated into in vitro
propagadon methods,

Stratification, or pre-chilling, the exposure of seeds to cool
moist conditions, is in many ways similar to chilling of buds
(see below). The optimum temperature is usually about 5°C
for temperate species such as peach (Prunus persica) and apple
{Malus sylvestris). Embryos removed from freshly harvested fruit

—i?
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can germinate but growth is slow and abnormal. Normal ate at a higher temperature range, usually above 10°C.

growth is restored by chilling or exposure to long photo- Single or multiple dormancy mechanisms can ensure ger-
periods, conditions which seeds in nature would eventually mination at an appropriate time, depending on the species
experience. In Australia and New Zealand, many alpine species (Table 8.3). Despite all the complex entrainment to en-
require stratification. Eucalyptus paucifiora seeds collected from vimonmental cues, many seeds will eventually germinate even
high altitudes respond to chilling but these of coastal popula- without their normal signals, a failsafe mechanism ensuring
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dons do not, suggesting that natural selection has occurred, some attempt at establishment before the seeds longevity

creating two ecotypes. For tropical species, chilling may oper-

expires.

Feature essay 8.1 Dormancy in wheat grains: nature and practical

application
D. Mares

Ancestral wild wheats, the progenitors of modern bread and
pasta wheats, were endemic to the eastern Mediteranean
and possessed a number of mechanisms, including grain dor-
mancy, which were requisite to their survival in chat envi-
ronment. Grain which ripened before the long, hot summer
remained dormant, avoiding germination in response to
chance rain, unul the rerurn of cooler, more miny periods
later in the year. Wheat is now cultivated wotldwide in
diverse environments, many of which have a high risk of
rain and cooler weather during the harvest period.
Unfertunately, during domestication and genetic improve-
ment many of the mechanisms which reduced untimely
germination have been inadvertently discarded or found to
be incompatible with the requirements of large-scale com-
mercial farming, Indeed, the relationship of grain dorman-
€Y to consistent grain quality has not always been taken
advanrage of by breeders.

In the absence of protective mechanisms, rain falling on
ripe wheat crops may induce pre-harvest germination of
grain (Figure 1), rendering it unsnitable for commercial
processing. Sprouted grain in Australia has resulted in losses
to growers of hundreds of millions of dollars. Breeders are
therefore looking to reintroduce factors such as dormancy
into new wheat cultvars to provide ‘insurance’ against pre-
harvest rain, After first searching for dormancy characters in
older cultivars held in the world wheat collections, the next
hurdle is to cansfer dormancy to elite cultivas which
already possess all the other required agronomic, quality and
disease-resistance characters.

There is a well-known association between red seed
coat and dormancy, but white-grained genotypes with
significant levels of donmancy have also been identfied
{Mares 1987). To date, the dormancy from red wheats has
not been successfully transferred, in its entrety, into a
white-grained background. Red-grained wheat cultvars
dominate wotld production except in Australia where only
white-grained genotypes are cultivated. Dormancy in both
grain types is a transient character which develops during
desiccation of the maturing grain, then decays with tme

after ripeness. Dormancy appears to be deepest if the grain

Figure 1 Lack of dormancy can lead to pre-harvest sprouting in wheat.

Ripe spikes wers subj ] toa ing tx — w»n ovorhead spray
for 2 h — then maintsined st high humidity and 20°C for § d. The splke
on the left is from a ptible dormant cultivar which sprouted

readily compared with three other more dormant, sproudng-resistant cul-
tivars
{Photograph courtery D. Mares)

has ripened in a cool envircnment but can be emded by
rain in the 20 day period leading up to harvest ripeness
(Mares 1993).To rank genotypes for potential depth of dor-
mancy, all lines need to be grown in the same environment
and tested at the same stage of marurity using standard wet-
ting treatments or germination tests.

Dormancy in wheat grains is dependent on the presence
of an inwact seed coat. Damage to this strucrure through
invasion by fungal pathogens, disruption during swelling
and shrinkage caused by wetting/drying cycles or through
physical abrasion during threshing results in a loss of dor-
mancy. Segregation patterns obtained in inheritance studies
are consistent with control by two independent, recessive
factors and indicate that dormancy is only recovered when
both factors are present simultaneously. With simple
Mendelian segregation, dormanecy would have been
expected in the F, genemtion. However, dormant segre-
gants were not revealed untl the F;, one generation later
than expected. From this, we can infer that at least one of
the factors is probably expressed in the seed coat which lags
one generation behind the embryo.
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8.1.3 Bud dormancy

Much of our knowledge of bud dormancy comes from tem-
penate deciduous trees, especially fruit crops such as apples and
stonefruit. Trees detect environmental signals, mainly shorten-
ing daylength and cold, which herald winter and trigger
reducdons in growth rate, onset of endodormancy, develop-
ment of bud scales and leaf fall. As buds enter endodormancy,
warm temperatures (>15°C} no longer promote growth.
Several weeks or months of chilling (0-12°C) are required to
overcome endodormancy. The plant then enters ecodorman-
cy, when it will respond to warm temperatures with bud
break. Note that break of endodormancy can therefore often
occur weeks prior to growth resumpdon. In some tropical
species such as coffee, water stress is an alternative cue for
breaking flower bud endodormancy (Drinnan and Menzel
1994). Buds then exist in an ecodormant state ready to
respond by rapid floral growth as soon as the first rains fall,
heralding the end of the dry season {Figure 8.2).

Several models have been proposed to describe dormancy
and to attempt to predict responses to different growing con-
ditions. One problem is a lack of measurable mdicators of
endodormancy other than an inability to grow. Researchers
typically quantify ‘depth’ of dormancy by the duration of chill~
ing required to break dormancy, and then the ability of warm

o) f ]

Figure 8.2 Synchronized anthesis of coffes (Coffez arabica), 10 d after restor-
ing water supply to dronghted trees. Endodormancy in coffee flower buds is
broken by water stress, then buds retnain in an ecodormant state until rain
permits resumption of growth. This adaptation allows froit development to
caincide with periods of water availability. In cultivation, a drying-irrigation

eycle can synchronise
period
(Photograph courtety C.G.N. Turnbull)

ing which later leads to a shorter harvesting

Entry into and exit from bud dormancy are often gradual tran-
sitions rather than abrupt events. Some researchers have repre-
sented these phases as sine wave oscilladons, with measurable-
reference points (e.g. peak growth rate in summer and maxi-
mum dormancy in midwinter} which enable comparison of
data from different sites (Fuchigamni and Nee 1987).

Temperate crops in the tropics

Temperate fruit crops are increasingly being grown at lower
latitudes (15-30°) than where they originate (30-50°). If
endodormancy is stll being overcome by chilling, then how
little chilling is enough? A good model can allow estimation
of whether 2 new locaton is suirable for production of par-
ticular frmit varieties prior to expensive orchard planting. For
example, peach and nectarme varieties have been bred with
low and high chilling requirements, suited to subtropical and
temperate climates respectively. Early models resulted in rank-
ings based on number of chill hours {usually below 7.2°C).
Chilling required can vary from less than 50 h below 7.2°C
for some subtropical ‘low-chill’ peach culdvars, up to 3000 h
for some culdvars of pear (Table 8.4). A modified version,
called the Utah model, equates a chill unit to 1 h at 6°C; high-
er and lower tempenatures between 0-15.9°C have propor-
donal positive effects, but temperatures above 16°C are
inhibitory (Richardson ef al. 1974). This temperate model is
less accurate in warmer areas where the Erez et al. (1988)

model, as modified by Batten and Firth {1987), often provides

| 2 more reliable estimate of date of budburst (Table 8.5).
i| According to this model, effectiveness of chilling is enhanced

by day temperatures of 15°C or less but negated by tempera-
tures above 18°C. None of these models quantify the growth-
permitdng periods of warm temperature required for subse-
quent bud break, so an additional measure quantifies thermal
units: the Growing Degree Hour where 1h is allocated for
each hour and degree above 4.5°C (Figure 8.3).

d Table 8.4  Chilling requirements, in hours below 7°C, required to cause

break of bud donnancy in some deciduons fruit erops

Fruit crop Chill hours
Grape None

Fig Few
Almond 0800
Kiwifruit 450-700
Peach and nectrine 50-1250
Apple and pear 200-3000
Cherry 800-1700

{Adapted from Saure 1985)
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Table 8.5  Models based on acounulated ‘Ghill units’ give different predictions of time of bud break, which can be compared with actual dates of bud break.
Data is for Sunred nectarine, o Tow-chill’ qultivar grown at three subtropical locations in northern New South Wales (approx. 29°5). An refinoment in the
Batten and Firth version is inclusion of terms for temperatures > 18°C, that is, above the nonal chilling range, whidh ate common in the subtropical winter
and partially negate the chilling response. n/a = Completion of chilling not achieved, according to model

Date of dormancy termination

Predicted Predicted Predicted Error {duys)
Location Year Actual (Hours < 7.2°C) {Utah) {Batten & Firth) {Batten & Firth)
Bangalow 1982 30 Jun 19 Jun 20 Jun 20 Jun +10
Bangalow 1983 23 Jul 14 Jun 27 Jul 19 Jul +4
Bangalow 1984 4 Jul 7 Jul n/a 9 Jul -5
Tockombil 1584 3 Aug n/a 11 Jul 29 Jul +5
Tockaembil 1985 14 Jul 1 Avg 28 Jul 18 Jul —4
Rosebank 1985 18 Jut 16 Jul 26 Jul 23 Jul -5

{Adapted from Batten and Firth 1987}

1.00 1
0.75 1
0.50

T T L) T 1 T L L} T L) ¥ 1

-2 0 2 4 6 8 10 12 14 16 18 20 22 24
Tempernture (°C)

Figure 8.3 In many species, progren through bud dormancy then re-

sumnpton of growth depends on p Two factors are lovalved: first,

the satisfaction of chilling requiremients depends on snitable periods at low

tetnp { d as chill uni), but can be negated by temiperatures

above 15°C; second, temperatures above 4.5°C have a growth promoting

effect, measured as thermal unics

R.eproduced, wich permission, from Seeley 1996)

What are the consequences of insufficient chilling, and are
there aleernacive treatments? Symptoms of imadequate cold
perieds include delayed and weak leaf growth, delayed and
protracted flowering, poor fruit development and irregular
ripening, Potassium nitrate (KNO,}, thiourea and especially
hydrogen cyanamide are simple chemnicals that are effective
substitutes for stimulating uniform budburst. The mechanisms
by which these compounds work are not known, but growth
regulators such as gibberellins, cytokinins and cytokinin ana-
logues, in particular thiadiazuron, can also cause similar
Tesponses.

Apples are grown in the tropical and subtropical areas of
Indonesia, peaches are grown in Venezuela and wble grapes
are grown in Thailand, Venezuela and southern Indiz where
no chilling occurs (Subhadrabandhu and Chapman 1990).
Growth of buds is samulated by chemical (sodium chlorate,
copper sulphate or urea} or manual defoliation or pruning
immediately after harvest thus breaking endodormancy before
it enters its ‘deep” mid-winter phase, Cyanamide treatment has
enabled out of season production of mble grapes in tropical
Queensland. Irrigation then promotes uniform budburst and
cropping under otherwise dry conditions. At least two har-
vests are possible each year and cycles can be staggered, giving
almost contnuous fruit supply.

8.1.4 Physiological control of

dormancy

(2} Hormones as regulators?

Currently we know more about the environmental factors
that influence dormancy than about the physiological mech-
anisms of dermancy. Here we attempt to draw together com-
mon features of the diverse types of dormancy in buds and
seeds, in particular examining whether inability to grow
relates to hormonal factors (Dennis 1994).

Links between genome and physiological processes are
illustrated by single-gene seed dormancy mutants, which are
either abscisic acid (ABA)-deficient (weak dormancy} or gib-
berellin-deficient (exoa-deep dormancy) (Karssen and Groot
1987). Induction of seed dormancy is clearly linked to ABA,
and gibberellins are required for germination, so in a gross
sense these hormones need to be present for normal process-
es to proceed. Applied hormone experiments lead to similar
conclusions: although ABA does not usually prevent break of
dormancy, it can inhibit germination and bud growth, often
opposing the effects of gibberellins, cytokinins or ethylene.
Seeds with varicus dormancy mechanisms may respond to
one or more plant growth regulavor (Table 8.3), but there are
many reports of germination failure or abnormal seedlings.
Light requirement of lettuce and dry storage requirements of
bardey are overcome by applied gibberellins, but antagonised
by applied ABA. Likewise, budburst in peach and apple is pro-
moted by a mix of gibberellin and cytokinin, but inhibited by
apphed ABA. Cytokinins promote some germinaton in let-
tuce but are less effective than gibberellins in most species.
Ethylene stimulates germination in celery (Apium graveolens),
peanut {Arachis kypoged) and cocklebur (Xanthium strumarium).
QOne conclusion is that 2 complex balance of inhibitors and
promoters regulates entry to and exit from dormancy. Put
another way, there are at least two contro] points and meris-
temn growth may be prevented by either high concentrations
of inhibitors or insuffident promoters.

However, data on endogenous plant hormone concen-
trations do not always support the notion of control by
changes in levels of active substances. Quantities of applied



plant growth regulators required to cause a response usually
vastly exceed normal endogenous content, for example the
amount of applied gibberellin required to stimulate barley
germination. Rightly, this has led to re-examination of the
control mechanisms, Trewavas (1982) argued that tissue *sensi-
tivity’ to hormones, that is, capacity to respond, changes with
development and environmental simuli, and that this sensi-
tivity is a major controlling factor. Indeed, phases of sensitivi-
ty and insensitivity to applied gibberellins and ABA appear to
operate during development, dehydration and dry storage of
sunflower seed (Figure 8.4). Other supporting evidence
comes from gibberellin- and ABA-insensitive mutants which
fail to respond to these hormones regardless of endogenous or
applied concentration. Alterations in hormone levels due to
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Figure 8.4 PResp of | embryos to applied gibberellin
(GA} is seen only when dormancy bas been partially relessed. Embryos were
culiured on 5 pM gibberellic acid (solid symbols) or control medium (open
symbols), before (circles) or after (triangles) » 3 d drying treatment which
partially broke endedormancy

{F.edrawn, with permission, from Le Page-Degivry e al. 1996}
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Figure 8.5 Vivipary in wild-type tomato (Sit/Sit, i.e. ABA-syntheslsing) and
ABA-deoficient tomato {sli/nt). No seeds germinated within ripe tomato
fruits derived Grom self-pollinated 5it/Si plant. Juice of ripe Sie/Sit fmin
containg ¢.84 umM ABA and each seeds containe 7 pmol ARA. In contrupt,
vivipary occurred in most sit/sit torato frulty which only bave only .08
umM ABA and 0.8 pmol ABA per seed. Self-pollinated Sit/si¢ plants wounld
conoudn seed of both gphenotypes but the mother plant wonld have possess
the dominant Sit, allowing ABA synthesis. A quarter of the seed (those car-
rying sii/sif) would be viviparous but three-quarters (those carrying Sie/Sit
and Si¢/»it) would not be

{Based on Groot and Karsen 19%2)

mutation are generally much more severe than changes that
occur in wild type plants as a consequence of environmentat
factors. ABA-deficient tomato (Figure 8.5) and Arabidopsis
mutants fail to enter normal dormancy because of a lack of
imcrease in embryo ABA. Surrounding seed tissues absorb
most applied ABA without translocating it to the embryo,
which may also explain failure of seed dormancy induction
with applied ABA.

So what is the role of ABA in induction of seed dorman-
cy? In late embryogenesis, ABA concentration increases as
water potental decreases. Elsewhere in the plant, responses to
altered water potential are also mediated by ABA, typically
those associated with water stress {see Section 9.3). ABA alters
transcription of a suite of genes, resulting in cessation of syn-
thesis of reserve and other proteins, and modified transcrip-
tion of some Lea genes (late embryogenesis abundant; see
Chapter 10). In cotton, one class of Lea mRNAs increases
coincidentally with ABA but another class responds only to
drying. Lea genes code for a class of proteins found in many
species including cotton, pea and cereals. These proteins are
strongly hydrophilic, highly stable and are able to maintain a
locally water rich environment at the subcellular level. This
may be critical in desiccation tolerance associated with the
dormant state,

There is a tenuous association of endogenous inhibitors
with release (as distinct from induction} of bud or seed dor-
mancy. Early research suggested a close correlation of progress
of dormancy with inhibitors including phenolics such as
naringenin in peach and phloridzin in apple, and ABA in sev-
eral fruit crops. However, endogencus ABA declines in chilled
apple buds which burst to produce new shoots, but also in
buds never exposed to chilling temperatures which remain
dormant. In both chilled and non-chilled apple seeds, ABA
levels do not change more than two-fold but enly chilled
seeds germinate (Figure 8.6}, ABA content is similar in dor-
mant and non-dormant wheat but ABA-responsive genes are
more abundantly expressed in dormant wheat seeds, implying
existence of alternative regulatory factors and perhaps non-
transcriptional control of the relevant genes. Embryo
endodormancy may therefore be maintained by ABA in only
a few species, such as sunflower (Helianthus annuus), where
treatment of dormant excised embryos with fluridone, an
mhibitor of ABA synthesis, results in growth.

Can we instead assign control of dormancy break to pro-
motive compounds? Gibberellins are probably the best candi-
dates, based on widespread responses to applications of this
class of hormene. In Salix pentandra, where short days induce
dommancy and long days release it, a transient increase in
active shoot gibberellin (GA) content is detectable within one
day of transferring from short days to long days {Figure 8.7).
In hazelnut, endogenous gibberelling are not modified by
chilling but GA, content rises 40-fold affer transfer to warm
conditions suitable for germination, suggesting a role in
growth promotion as distinct from dermancy release. Like-
wise, in wild oats {Avena fafua), ‘after ripening’ dry storage
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Figure E.6 Endogenous gibberellin and ARA levels during breaking of dor-
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Figure 8.7 Bud dormancy in Salix pentandra is broken by long days, and
results in a transient incresse In active gibberellin (GA,) content of shoot ts-
sue within one day of transfer fom short days to long duys (@). Armow indi-
cates day of tamufer. Plants in conrinuous long days (A) or thort days (O)
show only slow changes in gibberellin levels

(Redrmawn, with permission, from Olsen et al. 1997}

releases seed dormancy but has no effect on endogenous gib-
berellin levels until imbibition, when gibberellin biosynthesis
15 substntially enhanced. Light requirements can often be
replaced by applied gibberellins, and gibberellin-biosynthesis
inhibitors can prevent Llight-stimulated germination.
Endogenous gibberellins increase with chilling and dry stor-
age in Anbidopsis, and with light exposure in lettuce.
Gibberellin-deficient Arabidopsis mutants do not germinate
unless gibberellin is supplied, and this response is independent
of ABA content. However, changes in endogenous gibber-
elling in wild-type Arabidopsis are less conclusive, suggesting
that altered gibberellin sensitivity may contribute to normal
germination control. We are just beginning to understand tis-
sue sensitivity and hormone signal transduction pathways
{(Section 9.3.1}. To conclude, there are some species where
there is good evidence for ABA-induced dormancy and gib-
berellin promotion of meristemnatic actvity but chese are not
necessatily universal mechanisms. Hormone turnover, conju-
gation, compartmentation, receptors and signal transduction
systems all represent potential control points, and all merit
greater attenton.

(b) Alternatve indicators of dormancy

The hormonal models described above have limitations and
some researchers contend that they represent oversimplifi-
cations of a complex set of interactive cyclic processes in-
cluding organogenesis, internode elongation and bud leaf
expansion {Crabbe 1994). Biochemical markers such as nucle-
ic acid merabolism and membrane permeability, rather than
morphological or physialogical characteristics, can also indi-
cate relative depth of dormancy between tissues and organs,
and between meristems and submeristems, Adenylic
nucleotides are required to maintain basal metabolic activity
and even dormant dssues supplied with adenosine increase



their adenylic nucleotide (ATP) content. During dormancy
break in buds of Helianthus tuberosus (Jerusalem ardchoke)
tubers, levels of both adenylic and non-adenylic nucleotides
(NATPs = sum of guanylic (GTP), cytidylic (CTP) and uridylic
(UTP) nuclectides) rise as tissues convert ATPs to NATPs,
which are essential to sustain growth {Gendraud 1977).

In stems, trunks and developing tubers bearing dormant
buds, storage parenchyma acts as a strong sink during metabo-
lite accumulation while nutrient movement into bud meris-
tems may be impeded. Breaking dormancy appears to remove
this block and is part of the changes that permit resumption
of prowth. Water sttus also influences dormancy. Dormant
seeds and somerimes buds have lowered water content which
limits metabolism and often assists survival (Vertucci 1989;
Faust et al. 1995). Merbolic activities for growth require free
water (bulk cellular water) but cannot occut in the bound
water assoctated with macromolecular surfaces. Water content
therefore determines the possible types of reactions: at low
seed water content (0—8%) only catabolic and non-enzymat-
ic activity occurs, but >25% water content is required for
integrated processes such as mitochondrial electron transport
and protein synthesis. Watet content also determines the abil-
ity of seeds to perceive and respond to environmental cues.
Apple seeds become sensitive to chilling temperatures only if
hydrated to >8% water content, and many seeds such as the
weedy coloniser species Bidens pilosa acquire light sensiviry
only after imbibition,

Water content in bud tissue is generally higher and varies
less but may still have a regulatory funcdon. The state of water
has been visualised in vegetative buds by using nuclear mag-
netic resonance mmaging, Free and bound water content cor-
relate strongly with bud dormancy release and chilling in
low- and high-chill cultivars of apple, Anna (400-700 chall
units, typical of subtropical regions) and Northern Spy
{2600-3600 chill units, rypical of the temperate zone}. Very
litde free water (about 3026} is detectable in bud meristems at
the beginning of endodormancy, but this increases to 70-80%
after 400 h at 4°C in Anna and 3000 h in Northern Spy. Seed
germination also requires free water, with merabolic activity
suppressed in seeds having a water content below 30%. High
osmotic potential of tomato fruit tssues may be partly respon-
sible for seed dormancy by keeping seed water content low
during late stages of development. With the exception of
hard-coated species, most dormant seeds hydrate easily but
this does not necessarliy lead to immediate germination.

(c) Conclusion

Dormancy remains an intriguing but complex phenomenon.
Cleatly, plants are well auned to making use of environ-
mental cues. The ability to enter a period of latent life is
remarkable in itself, all the more because plants in effect and-
cipate adverse conditions before their onset, and thus dor-
mancy can be established m advance. However, there is no
single hypothesis to account for induction, maintemance and
breaking of dormancy which is consistent across all species.

Interactions of many metabolic and cellular processes with
many genes are probably linked to hormonal signals. We need
to appreciate more that hormonal control is intrinsically com-
plex, and direcdy and indirectly influences genome expres-
sion, while mediating some environmental cues. Dormancy is
a prime example of genotype X environment interacton.
Plants use external signals to time entry into a ‘shutdown
mode’ {endodormancy, paradermancy}, then transition to a
‘standby mode' (ecodormancy}, but have intenal controls to
prevent inappropriate exit, instead foreshadowing future
favourable conditions. Continuing studies with single-gene
mutants and crransgenic plants (Chapter 10) should unlock
some of dormancy’s secrets.

8.2 Plant and organ orientation

Vascular plants orient themselves in space to opumise shoot
exposure to radiant energy and CO, in the ammosphere, and
to maximise oot access to water and nutrients in the soil. To
achieve this, there is 2 range of direcdonal control systems,
which change as a plant proceeds through its life cycle.
Regardless of how a seed falls to the ground, on germination
a seedling root grows downwards and the shoot grows
upwards. What controls these opposite directions of growth?

First, seedling shoots are very sensitive to low-intensity
light, curving strongly towards any direcdonal light which may
indicate a break in the leaf canopy that the shoot can utihise.
In mature plants, leaf orientation can follow the sun during
the day to maximise light capture, but if mid-day radiant ener-
gy becomes excessive the leaf blade may instead orient at
oght angles to the sun's rys. Flower buds are usually bent
downwards, but on opening the stem straightens and holds
the flower upright to maximise exposure to insects and other
pollinating agents,

Second, gravity is an all-pervasive and constant orienting
signal. However, roots and shoots generally show opposite
responses to gravity, reflecting the intrinsic polarity in all
higher plancs, One half, the root system, is adapted for life in
dense dark soil, while the other half, the shoot system, has
evolved to exist in the fragile atmosphere, and harvests sun-
light for photosynthesis. Conforming with this dichotomy,
main roots exhibit a positive directional response to gravity,
whereas shoots generally show a negative reaction.

8.2.1 'Tropisms

Direcdonal growth responses to direcdonal stimuli are called
tropisms. There are three main kinds:

1. Gravitropism — gravity sensing

2. Thigmotropism — touch sensing

3. Phototropism — light sensing
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The characteristics of the major tropisns are shown in Table
8.6. All these responses are due to different growth rates on
two sides of a responding organ, resulting in curvature either
towards or away from the stimulus. The positioning, or orien-
ration in space, of many plant organs can be due to several tro-
pisms and nastic (non-directional) responses acting together.

Table 8.6  Characteristics of four types of plant tropism. Positive means
growing towards a directional stimulus, and negative seans growing aday.
Plagiotropism is growth at an dangle to gravity

Tropism Stirnnlus Response Examples
Gravitropiym Graviry Poaitive Primary roots
Negative Shoows
Leaves
Pligictropism Axillary branches
Lateral moots
Some leaves
Rounners
Rhizomes
Phototropism Light Positive Shoots
Leaves
Coleoptles
Negatve Some types of shoot
Some types of root
Tendrils
Heliotropism Light Following Leaves
the sun
Thigmotropism | Touch Pasitive Tendrils of climbing
plants
Stems of vines

8.2.2 Gravitropism

As the primary root emerges from a germinating seed, it
shows strong positive gravitropism leading to rapid downward
curvature (Figure 8.8a). This enables the root dp quickly to

penetrate the soil, giving anchorage and access to water, the
latter being a vital factor in successful establishment. Root
gravitropism has been investigated for over a century, but its
mechanism is sdll not fully undemstood. However, we do
know that gravity is detected in the root cap, and that nor-
mally both root cap and root tp need to be present for
straight growth and curvature to occur. Because the elonga-
ton zone is situated behind the tip, information about the
root’s position must be transferred from the sensing site in the
cap to the elongation zone.

Shoots sense gravity differendy. Both the shoot tip and the
growing zone behind it can detect and respond to gravity
{Figure 8.8b), so that even decapirated shoots retain an ability
to curve upwards when displaced from the vertical. The shoot
tip, unlike the root tip, is therefore not essential for gravitropism.

8.2.3 Gravity perception

Deetecting the directon of gravity is the essential first step in
gravitropism. Plant otgans achieve this by sensing the move-
ment and position of starch grains contained within amylo-
plasts of specialised cells called statocytes (Figure 8.9a).

(a) Roots

In mots, statocytes are located in the root cap (Figure 8.9b)
which also serves to protect the root meristem from abrasion
by soil particles as it grows chrough the soil. Root cap involve-
ment was first demonstrated in maize, when a needle was used
to prise off the root cap. This procedure did not inhibit
growth, but ability to sense and respond to gravity were com-
pletely lost undl a new cap grew over the root tip about one
day later. Subsequendy, a gravity-insensitive mutant of maize
was found that does not secrete the mucilage which normal-
ly covers and protects the oot cap and tip. Mucilage artificial-
ly applied to mutant roots immediately restored the gravity
response indicating that the moot cap transmits information
through the mudlage. This informaton is probably in the
form of a small diffusible molecule, moving either in the
mucilage or chrough the root apoplasm. Researchers have not
yet been able to identify this chemical.

(b) Shoots

In dicotyledonous shoots, statocytes form a cylindrical rube
one cell thick, which surrounds the vascular tissue (Figure 8.9¢).

Figure 8.8 Time-lapse photographs showing gravitropism responses in hor-
izontally placed roon and shoots. (a) Negutive shoot graviwopizm of a dark-
grown cucumber seedling photographed at 15 min intervals, The ink marks
on the hypocotyl are 2 mm apart. Upward curvature commiences by 30 min
dus to simultapeous infdation of differential growth along the whele
hypocotyl. (b} Posltive gravioropism in a maize root. The initial aighdy
upward corvature is not uousual. D 1 eur d
30 min and continues as the tp grows forwards, By 150 min, the root p has
been restored almast to vertcal

(a) From Cosgrove 1990; (b} from Pickard 1987)
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Figure B.% Sites of grwvity perception. {a) Transmisdon electron micro-
graph of a statocyte cell in a root showing six Hths (amylop s) each
with a boundary membrans and contajuing t™wo to four starch graivs.
Characteristically, the statoliths are resting on a netwark of endoplaamic
reticalurmn (areowed), which may be able to sense their movement. n, nucile-

Figure B.10 Gravitropiam in a graws stem, due to comibined responses of
stem nodes (N} and bagal leaf polvings (P). The stern on the right was placed
horizontally one week before the photograph was taken and it now shows
30° upward curvature in the stem node right and 60° upward curvature in
the leaf pubvinos, restoring the end of the stemn 1o the vertical position
(Photograph courresy ].H. Palmer)}

This cylinder is known as the ‘starch sheath’, because numer-
ous starch grains show up very clearly in stem sections stained
with starch-specific iodine solution. These statocytes are dis-
tributed along the length of the shoot and so can sense grav-
ity in the absence of the apex. In grasses and cereals, stem sta-
tocytes are restricted to the stem node and leaf sheath pulvi-
nus, Consequently, only the nodes and pulvini respond to
gravity {Figure 8.10}.

{c} Statocyte operation

The involvement of statocyte starch grains in gravity percep-
don was proved by keeping barley plants in the dark for 5d,
which resulted in disappearance of starch grains as the starch
was consumed in respiation. These starchless plants com-
pletely lost their gravity response, but feeding with sucrose
resulted in starch grains reforming and restoration of gravity

us. (b} Longrrudinal section through a root cap showing smatocyte cells
(arrowed} near the centre. (¢} Tranaverse section of a primary stem thowing
layer of starch-containing cells (arrowed) which make up the starch sheath
{(a) Reproduced, with permission, from Sievers and Vollkmarm 1977 (b}, (c) repro-
duced from Habedande 1514)

sensing. Additional evidence comes from a maize mutant
known as amylomaize, which has azbnormally small starch
grains and very slow gravimopic response,

Proof that the contlling force is gravity, and not, for
example, lines of magnedc field, comes from experiments in
which a centrifugal force was substituted for gravicy. If a ger-
minating bean seed was placed at the axis of a horizontal cen-
trifuge rotating at one revolution per second, to give an accel-
eration of 4 X 1073 g, this effectively counteracted gravicy. The
starch grains in the root cap developed in the centre of the cell
and were umable to generate a displacement message.
Consequently, the root remained straight. At two revolutions
per second, equivalent to 2 X 1072g, the surch grains were
forced against the outside wall of the statocytes. As a result, the
root commenced to curve, bringing the tip paralle] with the
centrifugal force, that is, growing radially outwards. Now the
centrifugal force acted along the lenpth of the root and the
starch grains were displaced onto the normally lower sides of
the statocyte cells in the ot cap, leading to straight growth,
Experiments on plants under ‘micro-gravity’ condittons in
space orbit have confirmed much of what was previously
deduced from experiments on earth {Halstead and Dutcher
1987).

How do amyloplasts enable gravity sensing? Because of
their high densicy and relatively large mass, they normally
occupy the lowest part of the statocyte. When a mot is dis-
placed from the vertical, statocyte orientation is changed and
the starch grains roll or slide ‘dewnhill’ through the cytoplasm
to reach the new low point. Statocytes, possibly through
stretch or displacement receptors in the plasma membrane, are
able to recognise that starch grains have moved to new posi-
tons. An asymmetric message is then transmitted from the
root cap to the growing region and a correction curvature is
initiated undl the cap returns to vertical. Similar events occur
in shoots.
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(d) Plagiotropism

Many organs naturally grow at an angle to gravicy. This is a
type of gravitropism termed plagiotropism and occurs in lat-
eral shoots and roors, and also in some prostrate primary
shoors, for example runners of strawberry and subterranean
rhizomes of some grasses and sedges (Figure 7.18}. The later-
al growth angle is variable but is at least partly under genetic
control, giving every plant a recognisable architecture. In
shoots, the angle is also influenced by the vertical primary
stern and by environmental factors. For example, exposure to
bright sunlight tends to increase the angle to the vertical,
while shade reduces it. The runners of couch grass illustrate
the requirement for exposure to direct sunlight. When their
shoots grow into shade, the plagiotropic tendency disappears
and stems grow vertically in search of higher light intensicy.
The primary shoot apex also influences direction of growth
of lateral shoots, which often changes to vertical if the prima-
ry shoot tip is removed. This response is probably linked to
apical dominance.

8.2.4 Thigmotropism

Tendrils are specialised thread-like structures that can grasp
objects with which they come into contact. They are modified
leaves or stems sensitive te sliding and/or repeated touch, such
as occurs when a tendril contacts a neighbouring stem.
Tendrils enable climbers and vines which have slender non-
self-supporting stems to access sunlight at the top of the veg-
etation cover with less invesmment in shoot biomass per unit
height gain. In effect, tendrils search for surrcunding objects
because the end of the tendril makes wide spontzneous
sweeping movermnents as it grows. On contact, the touch stim-
ulus induces the tendril to coil around the cbject as a result of
the cells on the non-stimulated side expanding more rapidly

|

Figure 8.11 Initisl thigmotroplc curvatare after touch stimulation can be
very rapid. Time-lapae photographs, at 10 £ intervals, of watermelon tendril
following 10 5 of touch stimulation, Compare the time-acale here with much
slower responses in Figure 8.8,

{Reeproduced, wich permission, from Carrington and Ewnard 19589)

Figure £.12 Thigmotropic twining of a tendril around a supporting stem,
after touch contact by one side of the tendril. Later, tension ceiling within
the tendril has draggeds the stem towards che support

{Photograph courtesy ).H. Palmer}

than those on the side making contact (Figure 8.11). Coiling
is a tropic response, since direction of curvature relates to the
direction of touch. Touch stimulation is continued during
coiling so that tendrils ultimately twine several times around
the object. The rest of the tendril may then show spontaneous
coiling which effectively pulls the stemn nearer to the contact-
ed, object, giving mechanically superior support (Figure 8.12).
This second phase is often in the opposite helical direction
and may be initiated by tension.

Tendrils detect contact via sensory epidermal cells called
tactile blebs. These cells are rich in microtubules and acun
filaments, suggesting an involvement of the cytoskeleron.
Touch sensing by the sensory bleb is converted to a sigual
which results in coiling commencing only a few seconds after
contact. Ceiling is due partly to changes in cell turgor and
partly te differential growth along opposite sides of the tendril.

8.2.5 Phototropism

Phototropism is a curvature in relation to directional light. In
ferns, conifers and flowering plants, positive phototropism,
that is, curvature towards the light source, is the dominant
response, Phototropism assists coryledons and emerging leaves
to maximise light interception for photosynthesis, before a
seedling’s food reserves are exhausted. Seedlings of some rop-
ical vines, for example Monstera and Philodendron, are instead
negatively phototropic and direct their stems towards the
shadow cast by tree trunks, which these vines need for sup-
port. Among lower plants, filamentous algae can grow towards
or away from a light source and in bryophytes sporophyte
stalks show positive phototropism.



Phototropism appears to occur in three stages: light per-
ception, transduction and curvature. lluminating a seedling
from one side establishes a light gradient across the width of
the stem, because light is absorbed by various pigments. By
measuring the positive phototropic response to exposure to
different wavelengths of light, an ‘acton’ specorum can be
established (Figure 8.35). In coleoptiles, this action spectrum
has major peaks in the ultraviolet {370 nm) and in the blue
region (420475 nm). This stimulated a search for chro-
mophores which efficiently absorb blue light and resulted in
carotencids and Aavins being identified as possible photo-
tropic sensors. Rapid progress in the 1990s has led to identifi-
cation of a flavin, in the form of FAD (flavin adenine dinu-
cleotide), as the chromophore which is coupled to a soluble
protein to generate the complete flavoprotein photoreceptor
(Cashmore 1997). Potassium iodide inhibits light absorption
by favins and can reduce phototropic responses. During the
transduction stage in etiolated grass and cereal seedlings, the
absorbed blue light may cause auxin (indoleacetic acid, IAA),
which normally moves down the shoot from the ap, to
migrate towards the shaded side. This would promote more
elongation in the shaded side than in the illuminated side,
causing bending towards the light during the subsequent
growth response. Evidence for redistribution of LAA, rather
than its destruction on the illuminated side, comes from
experiments m which stem segments were placed vertically
on apar receiver blocks after the stem tip had been cut off to
remove the source of naturally produced IAA. An apar block
containing C [AA was then placed on the apical end of the
stem segment. When the stem segments were illuminated en
one side, it was found that distribudon of "C label in agar
receptor blocks on the illuminated and shaded side was in the
ratio of 25:75, and in the tdssue was 35:65 for the lluminated
and shaded halves. Of course, the label may have been con-
verted to other compounds and endogenous auxin in intact
plants may behave differently Indeed, no IAA gradient is
found in many graviresponding tissues (Mertens and Weiler
1981). We must therefore conclude that gross IAA redistribu-
tion is not the only cause of phototropic bending. An alterna-
tive explanation is that JAA may need only to move between
adjacent tissue layers, pethaps from the cortex to the more-
auxin-sensitive epidermal cells (Macdonald and Hart 1987).
Because unilateral illumination does induce other rapid
changes in stem cells, leading to growth inhibition on the illu-
munated side and curvature towards the light source, there
may be no need to invoke a long-distance signal such as
auxin.

Heliotropism is a variatdon of phototropism where the leaf
lamina and apical bud respond to changes m direction of the
sun’s rays, and track the movement of the sun. Generally, imcli-
nation to the sun remains constant during the day and this
optimises radiation interception. Sunflower leaves and flower
heads provide a pood example (Figure 8.13). In leaves, lamina
inclinaon in the daytime is controlled by diurnal petiole
straightening, curvature and rotation. During the night, leaves

¢ of sundl

Figure B.13 Diagrams of heliotrop leaves rom 7
am to 5 pm. Lamina inclination changes [or lexsves on the vast {(E) and west
(%) sides of the plant, so that they maintain a relatively angle to the
solar beam {5), as the sun moves from east to west during the day. During
the night, leaf positions recover to their starting point. Lamina inclination is

lled by car of the petiole, which is not dhown lu these drawlngs
(Reeproduced, with permission, from Lang and Begg 1979}

return from a westerly inclination at sunset to face east at sun-
rise. Heliotropic leaf movement is dependent on continued
petiale growth and ceases at leaf maturity.

Overall models for control of tropisms

The pioneering studies on auxin responses in coleoptiles have
undoubtedly influenced present-day models, yet vigorous
debate among researchers continues on the wider importance
or otherwise of auxin in tropisms, especially where sensing
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Table 8.7 Types of growth differential induced during tropic responses. All these tropisms result in redirection of the growing tip, but how this is :fchim:d
warics. The only option not represented here is differential accelenstion of botl: sides, presumably because an overall increase in growth rate is more difficult to

sustain in tssues that were already growing before the response started

Tropism type Species Organ Nature of growth differentisl
Faster side Slower side Source
Phototropism Oar Coleoptile 0 - Franssen et al, (1982)
Cress Hypocotyl 0 - Franssen et al. (1982)
Cucumber Hypocotyl 0 - Franssen et 4. (1982)
Moustard Hypocotyl + - Rich et al. (1987)
Gravitropism {~) Sunflower Hypocoryl +/0 - Carrington and Firn {1985)
Berg er al. (1986)
Cucumber Hypocoryl + - Cosgrove (1990)
Wheat Node + 0 Bridges and Wilkins (1573)
Gravitropism {+) Pea Root + - Konings (1995)
Cress Root + - Selker and Sievers (1987}
Maize Root + 0 Bartlow and Rathfelder (1985)
- - Evans et al. 1986
Wheat Root - - Roufele (1971)

+= stimulation of growth compared with previous rate;

0 = no change compared with previous growth rate;

— = reduction of growth compared with previous rate;

— = reduction greater than that observed on other side of organ.
Information derived from Firn and Digby 1980 and Hart 1990
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Figure 8.14 Differendal growth during phototropic tespomue of out {Arma response remaing the same o Inoct coleopeiles with tip covered by a black
satim) coleoptiles, Curvarure is due to growth in all zones of the coleoptile cap, rotating on 1 horizontal clincatat at 1.2 rpm.

stopping simultaneously on the illuminatad side, but continnlng unchanged {R.eproduced, with permission, from Franssen er ol. 1982)

on the shaded slde. Zone 1 is nearest the spex. (a) Intact coleoptiles: (b) the



and responding cells are the same (Trewavas ef al. 1992). Some
researchers have attempted to genemte a single model to
explain all the types of differential growth that are represent-
ed by tropisms. Early researchers, including Charles Darwin,
measured responses by angle of curvature either towands or
away from the stimulus. However, detailed kinetic analysis has
revealed that, perhaps surprisingly, there are at least four ver-
sions of growth differential. Some involve growth acceleration
and some, deceleration (Table 8.7; Firn and Dipby 1980). It is
hard to envisage a single growth-regulating chemical, whether
auxin or not, being laterally redistributed and causing some-
times net growth promotion, sometimes net growth inhibi-
tion and sometitmes no change at all in growth rate on one
side of the organ {Franssen et al. 1982). Coleopule tips are very
sensitive to light and may inittate a basipetal wave of growth-
regulating chemnical, but it is difficult to reconcile this notion
with the observations that (a) all growing regions of oat
coleopdles initiate a response at the same ame (Figure 8.14a}
and (b} virtually the same response can occur even when the
coleoptile is covered with a black cap (Figure 8.14b). Overall,
greater progress has been made on the signal perception sys-
temns for light and gravity than on how the signals are trans-
Iated into altered growth patterns.

8.2.6 Nastic movements

Nastic responses differ from tropisms becaunse the direction of
movement 15 not related to the stmulus direction but is
instead dictated by the plant. Many legumes with divided
leaves such as Leucacna (Fipure 8.15), Phaseolus beans, and the
pasture species Siratro (Maaopfilium atropurpureum), widely
grown for forage in Queensland, are goed examples. Early in
the morning on hot days, leaflets are oriented horizontally, but
as temperature and solar radiation levels rise the leaflets move
to a vertical position perpendicular to the sunlight. This is

Figure 8.15 Turgor-based nastic movernenu of leaflety of pinnate bean
Iegume leaves. Left, horizontal leaflets of Lrucacenas early in the day, Right,
leaflers folded to Vvertical at mid-day , with leaflets edge-on to the sun
{Photograph courtesy C.G.N. Turnbull)

helionasty, which cuts down radiation absorption and conse-
quently reduces water use and overheating. When solar radia-
don declines towards dusk, leaflets return to their former hor-
izontal position. In legumes, movement is controlled by
reversible turgor changes in a small fleshy elbow, the pulvinus,
located at each leaflet or pinnule base, which can flex back
and forth as water flows in or out of the pulvinus cell vacuoles.

(a) Seismonasty

Seistnonastic or thigmonastic movements are rapid responses
to vibration, touch or fiexure. Examples are the high-speed
bending of leaf pulvini in the sensitive plant Mimosa sensitiva
(Figure 8.16}, and the curvature of hairs of insectivorous
plants. In the case of the Venus fly trap, sensory hairs coupled
to an electrical signalling system require simulation at least
twice within a 30 5 period {Simons 1992). This appears to
allow the plant to discriminate single pieces of debrtis from an
insect crawling within the trap. Most seismonastic movements
result from the explosive loss of water from turgid ‘motot’
cells, causing the cells temporarily to collapse and inducing
very quick curvature in the organ where they are located.

in leaves of the
sernitive plant (Mimosa rensitiva} (2) befiore and (b) after touch stimulation
(Photogtaphs courtesy J.H. Palmer)

Figure B.16 Seisr ic mov of pi and pi

(b) Nocturnal ‘sleep’ movements

Leaves and leaflets that become vertical at night ate called
nyctinastic. This is commonly termed a ‘sleep’ movement,
although these plants do not actually slow down their metab-
olism at night. The ‘Prayer Plant’(Marantd) is a good example
(Figure 8.17). Sleep movements are either growth based, and
therefore cease at leaf maturity, or are caused by reversible tur-
gor changes in the pulvinus,

Turgor-based pulvinus flexure

Turgor-based sleep movements are exhibited by many
legumes. Examples are clover (Trifolium), bean (Phaseolus),
Bashinia, Coral tree (Erythrina) and many tropical legume
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Figure B.17 Leal movemena in the 'Prayer plant’ {(Maranis bicolor), an orna-
mencal house plant. (2} Leafl lamina in 2 near horizontal daytime position.
(b) Leal inclined down into night-rime posiion. The leal movement is
caused by turgor changes in the Aeshy pulvinus at the base of the leal blade
{Photograph courtery ].H. Palmer)

trees, such as Pithecelobium saman and Leucaena. Torgor-based
sleep movements occur mainly in compound leaves with a
mechanism similar to helionasty. The daily rhythm of water
movement results from a flux of potassium ions from one side
of the pulvinus to the other, either increasing or decreasing
the water potential of cell vacuoles in each half.

Growth-based petiole epinasty

Other species follow a daily rhythm of leaf movement due to
differential growth of upper and lower halves of the petiole.
The day-night thythmic curvature of the petiole is not relat-
ed to a directional stimulus and is termed ‘epinastic’. Like tur-
gor-based ‘sleep’ movements, magnitude varies with the
amount of solar radiation intercepted. Epinasdc growth
movements may be caused by diurnal changes in production
of the plant hormone ethylene, which promotes growth of
cells on the upper side of the pedole, inducing downward
curvature (Figure 8.18). Leaves constantly preduce small
amounts of ethylene and, according to one hypothesis, pro-
duction increases towards the end of the day, moving the lam-
ina from horizontal to vertical. The opposite would occur
towards the end of the night, allowing the lamina to return to
the horizontal daytime position. Supporting evidence comes
from petiole cells where ability to respond to ethylene is

Figure B.18 G h-based epinestic cur in i pedales. The
plant on the right wes exposed to 20 pg of ethylene in the surrounding air
for 10 h. The epinaste curvarure of the pedoles is due to growth of cels in
the upper half of the petiole being strongly promoted by ethylene, caming
the upper half o increase in length and induce the observed downward cur-
vature of the petioles. Older leaves at the base of the plant have ceased
growth and hence their petioles do not respond to ethylene

(Photograph courcesy [.H. Palmer)

blocked by silver thiosulphate, and the epinastic leaf move-
ment subsequendy disappears.

Nocturnal leaf folding may help plants to conserve water
by promoting dew formation, since the air and soil beneath
the canopy cool more rapidly after the canopy has folded up
or become vertical. The lower temperature then promotes
dew development, which falls to the ground around the base
of the plant, supplementing rainfall.

Growth-based epinasty is also seen in many dicotyledonous
seedlings during germination, when the end of the shoot is
bent over in a plumular hook. The hook is a temporary struc-
ture which protects the apical bud as the shoot pushes
through the soil. It is created by cells on one side of the
plumule expanding more rapidly than cells on the opposite
side, possibly in response to ethylene, which is produced by
the plumule in darkness. On reaching the soil surface, the
plumule is exposed to daylight which appears initially to
reverse and then to cancel the differential response to ethylene,
and consequendy the stem straightens.

8.3 Reproduction

8.3.1 A tme to flower

Survival of many plant species depends on setting seed well in
advance of seasonal environmental extremnes including frost,



heat or drought and particularly during pollen formation and
pollination, Synchrony of flowering is also beneficial especial-
ly for outbreeding species which must dme their reproduction
to coincide with flowering of other individuals or genorypes
and often with the presence of insect and bird pollinators. The
natural light and temperature environment provide much of
the seasonal information essential for conaol of flowering
dme, but plant age or maturity can also be important,

(a} Plant maturity and flowering time

Many plants grow vegetatively for periods ranging from weeks
to years and then flower autonomously, apparently without
identifiable environmental conmol. Flowering of 25-30-year-
old bamboo is one such example: no environmental cue is
known for this species. Perhaps it has its own bnilt-in devel-
opmental clock which determines flowering dme as in some
annuals which flower autonomously. In contrast, other species
may flower late due instead to inappropriate cultural or envi-
ronmental treatments. In this instance, flowering may not
occur irrespective of whether the juvenile phase has ended.

In some species, flowering occurs after the apex has pro-
duced a particular number of leaves. This apparent leaf count-
ing may reflect an interplay between older leaves and the
roots. In tobacco, for instance, proximicy of the roots to the
main shoot apex is critical. Plants remain vegetacive undl the
shoot apex is more than five to seven leaves above the roors
or above a zone of experimentally induced root formation on
the stem {(McDaniel 1980),

Extremely fast lowering without any apparent juvenility is
seen in some desert annual plants, They may germinate and
reproduce rapidly after rainfall, forming as few as two or three
leaves and then flowering. The terminal shoot apex and all
axillary apices may become floral. More often, however, such
rapid flowering is restricted to either lateral or terminal
meristem{s), leaving a second population of meristems avail-
able for further growth and reproduction if favourable condi-
tions persist (Hayashi ef al. 1994).

With some agricultucal crops bred for eadiness of flower-
ing, such as soybean and rice, early maturity may have result-
ed from a shortening of the juvenile phase {(Evans 1993} rather
than from changes in sensitivity to environmental cues. Thus,
for some crop plants, duration of juvenilicy can influence
chronological and developmental Hme from seed germination
to flowering, regardless of other physiological contmols of
flowering.

As an adaptation for survival, juventlity is an advantzge and
a single gene controlling its duration is known in Pisum
(Murfer 1985). Embryonic flowering (eny) may peform a
similar role in Arabidopsis. As discussed later, several other flo-
ral-specific genes also influence aspects of this floral transition.
In contrast to the abbreviated juvenile phase of annuals,
perennials such as apple or mango have a juvenile phase often
lasting five to eight years. Various cultural and environmental
manipulations induding drought, nitrogen fertilisation, stem
girdling, grafting and CO, enrichment can reduce this peri-

od in conifers (see Pharis and King 1985). The juvenile peri-
od of some Eucalyptus species can also be shortened from two
to three yeass to 9-12 months if grafted cuttings are exposed
to cool inductive conditions and treated with an inhibitor of
gibberellin biosynthesis. Endogenous gibberellin A; (GA,)
levels were lowered by this weament (Moncur and Hasan
1994) so high gibberellin levels may be one component of
prolonged juvenility in Eucalyptus. We will see later that in
other species gibberellins may promote flowering, so we need
to make clear distinctions between species, process (breaking
juvenility or inducing flowering) and even the type of g1b-
berellin (see Pharis and King 1985).

(b) Flowering time and environment: photother-
mal input

Environmencal factors that limit plant growth may also pro-
foundly influence flowering time. Suboptimal growth condi-
tons may delay flowering and give an apparent extended
juvenile phase, and often light intensity, light duradon and
temperature are major limitations. Thus, a summadon of both
inputs (the photothermal sum} over all or part of the calendar
year helps to characterise the growing season. Photothermal
sums indicate whether there is adequate time from sowing to

~ seed maturation for an annual crop or wild plant species. The

yearly cycle of solar radiation highlights how this varies with
latitude (Figure 8.19). There are losses due to cdoud and to
atmospheric interception. Of the remaining sunlight, the vis-
ible/photosynthetic component is about 45% and the rest is
‘heat’. The calculation of photothermal unirs integrates these
heat and visible light inputs. For example, although daily pho-
tosynthetic flux at extreme latitudes may be high in summer,
the growing season is extremely short.

Thermal sums (based on a heat sum above a 10°C base)
have been used in the USA to predict the likely penalty in
flowering time, and hence in yield, from growing long-season
(late flowering) corn varieties at a higher ladtude (Figure
8.20). To maintain yield, breeders have had to obtain lines with
shorter growing seasons, in this case selecting varieties with
more rapid carly seedling growth and therefore requiting
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(Based an Gares 1962)
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Figure 8,20 Heat sums for ¢corn growth have been comput-
ed from 30 years of temperature records for the corn belt of
the USA. The bers rep the ¢ lative of
heat above a 10°C base {the numinal lower limit for growth)
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need w be fast growing and require a smaller heat sam if
they are to yield well
{From Mewman 1971}

smaller thermal sums. Similar approaches with other crops
such as soybean have used data ffrom analysis of field environ-
ments and contolled environment studies (see Evans 1993).

Photothermal responses for perennial crops are more com-
plex, partly because flowering may relate to current and pre-
vious years' environmental conditions. Controlled environ-
ment experiments help us unravel some of the interacdons. In
vines such as grape and kiwifruit, the extent of bud dorman-
cy can be determined on cuttings taken from ‘winter’ canes
and tmansferred to controlled environment cabinets, This
enables prediction of timing of field budburst for each culti-
var {see Section 8.1.3).

Another approach with perennial plants invaolves collection
of field flowering and temperature data over a number of
years at different laticudes. For two ericaceous shrubs a heat
sum model predicted flowering times at eight field sites in
Canada (R.eader 1983) and similar heat sumn reladonships have
been shown for another 15 species at 200 lantudinal sites in
Alberra. The earliest spring flowering species had the smallest
heat snm for flower opening.

Information on climate and plant responses to the envi-
ronment provides one way to estimate global reproductive
potential. In equatorial zones, temperature and irradiance
change less over the year (Figure 8.19) and time of flowering
may instead reflect seasonal rainfall paterns. In warmer tem-
perate zones, early spring flowering and adaptation to imter-
mediate heat sums can ensure reproduction prior to high
summer temperatures and drought stress, but a second
favourable climatic window is autumnn. At high latiides or at
altitude, growth and flowering occur during midswmmer,

Although these ideas can explain seasonality of flowering,
photothermal relationships match best to the period of devel-
opment up to flower opening (Reader 1983). They apply less
well to floral induction, which is often a response to specific
episodes of high or low temperaure and/or to seasonal
change in daylength. Assessment of such responses is best
studied in controlled environment chambers where each
component can be varied independendy. In this way we can
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Shoot apex langth {mum}

Irradiance (M) mi™ d7')

Figure 8. 21 Effect of sessonally changing toral radiation on inflorescence
inidation in Lofium temulentum growing in a fixed-temperature regime. Planty
sither Aowered afier a single long-day (ILD} exposure given at different
thnes of year or renined vegetative in short deys (SD). L. femwlentum is a
fong—duy plant with apex length 2 1 mun indicating transition to a floral
state, messnred 21 d following Horal induction

{Based on King and Evans 1541)

reveal effects on flowering of seasonal changes in amount and
duration of daylight, the ‘photo’ component of photothermal
responses. As shown in Figure 8.21, lowering response of the
grass Lolium terulentum varies with irradiance at the ime of
exposure to a single inductive long day. Increase in photo-
synthetic input is beneficial but is not the major limiding fac-
tor for flowering. Rather, daylength {photoperiod duration} is
the major determinant of flowering in this and many other
species,

(c) Daylength and flowering time

As long ago as 1914, scientists recognised that daylength rep-
ulated flowering time of hops (Humulus japonious} and by 1920
two Americans, Garner and Allard, had demonstrated
daylength control of flowering of many species. They termed
the species either short- or long-day plants (SDPs or LDPs}.
SDPs flower in response to a decrease in daylength, that is, an



increasing length of the daily dark period and a shortening
photoperiod; LDPs flower in response to increasing photo-
period. As well as causing flowering, daylength can also influ-
ence winter dormancy of buds, tuberisadion, leaf growth, ger-
mination, anthocyanin pigmentation and sex expression.

Change in daylength is identical from year to year (Figure
8.22) and so provides precise mformation on season. Thus a
photoperiodic plant can time reproduction to avoid mid-
summer drought, autumn cold or late spring frosts. Summer
flowering at higher laticudes typically will involve a response
to long days. In the topics, daylength changes litde, so selec-
tion pressure could be for daylength insensitivity or short-day
response, provided plants could measure such small changes in
daylength, Withrow (1959) calculated that to measure season-
al ime to within one week required 2 1-3% precision in mea-
surement of daylength. Only a 4-12% precision was required
for accuracy to within a month. In the tropics, a 1-3% accu-
racy would mean distinguishing photoperiods differing by
7-21min around a 12h daylenpth. Remarkably, several
species including some tropical plants do show such accuracy.
In studtes with rice, a tropical SDP, flowering occurred 30 o
50 days later when the photoperiod was increased by only
10 min, from 11 h 50 min to 12 h (Dore 1959},

Detection of daylength involves a photoreceptor called
phytochrome. This pigment detects very low energies of visi-
ble hight, especially red and far-red wavelengths. The con-
sequence is that major daily and seasonal flucruations in pho-
tosynthetic light intensity do not influence measurement of
daylength. So sensitive is phytochrome that at latitudes up to
40°, plants respond to twilight radiadon for about 20 min after
sunset and before sunrise (Salisbury and Ross 1983). At high
laticudes, the midsummer sun may never set as far as phy-
tochrome sensing is concerned. We return to discussions of
phytochrome in Sedon B.4.

The duration of daily light/darkness which is effective for
flowering may be very precise or very broad, Such contrast-
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Figure 8.22 Seasonal dsylength st virious latitudes. Values at other lactudes
fit between those shown
(Redrawn, with permission, from Salisbury and R 1983)

ing patterns are illustrated in Figure 8.23 along with cypical
long-day, short-day, intermediate, ambiphotoperiodic or day-
neutral (indifferent) responses. Daylength-indifferent types
represent less than 15% of the 150 or so grass species reviewed
by Evans (1964), although this proporion may be an under-
estimate as ‘observed’ day-neutral responses might not always
be reported.

{a) 11966 Strains of
Phieum pratense
15092
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Figure 8.21 Control of Howering by dayleagth in (a) several soains of 2
long-day gram, (b) vwo short-day grasses, (c) three intermediate-day grasses,
(d) a daylongth-indifferent and an amhbiphotoperiodic graa

{From Evans 1964)

Within a species there can be large differences in photo-
period response, as in the LDP Phieum pratense (Figure 8.23).
The full mnge of daylength response types may even be found
within a single species. For example, in a controlled environ-
ment study of 30 ecological races of the Australian grass
Themeda australis, Evans and Knox (1969) found that low-lat-
itude strains, from 6° to 15°S, behaved as SDPs (Figure 8.24),
Races from more southerly origins to 43° were LDPs with
some responsive to vernalisation (see later). This ecotypic vari-
abilicy exemplifies heritability and adaptability of environ-
mentally responsive flowering and appears to have aided
reproductive success of Themeda. If the species migrated to
Australia via Asia and New Guines, it would probaly have
adapted from a short-day response to day neutrality or sensi-
tivity to long day and to vernalisation,

L
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Some plants will flower after just one cycle of the appro-
priate daylenpth. Cocklebur (Xanthium strmarium) and
Jepanese morning glory (Pharbitis nil) are classic examples of
SDPs responding te one short day, or more correctly, one leng
night. Similar single-cycle responses are found for LDPs such
as Lolium temulentum (Figure 8.21). Other species require sev-
eral days (e.g. soybean, strawberry) or weeks of exposure
to the appropriate daylength {e.g. Geraldvon wax, chrysanthe-
mumy). [n some plants a sequence of short days must precede
long days (SLDP) as for some clovers (e.g. Trifolium repens) and
grasses {e.g. Poa pratensis). Conversely, some species respond as
long—short-day plants (LSDP) including Alve, Bryophylium and
some mosses and liverworts (see summaties in Lang 1965;
Vince-Prue 19753}, Some dual photoperiodic responses may
be satisfied simultanecusly so that flowering is best at inter-
mediate daylengths (e.g. scme sugar cane genotypes). The
converse is also known, ambiphotoperiodic response, with
best Aowering at either short or long days but not at inter-
mediate daylengths (Figure 8.23). Separation in ime occurs in
some grasses which respend to short days for primary induc-
ton leading to a microscopically visible inflorescence but later
to long days for subsequent development to anthesis (Heide
1994).

{(d) Low temperature and flowering time
Vernalisation responses

Although growth is limited by low temperarure, scientists in
the mid-nineteenth cencury recognised that floral initiation of
many species requires exposure to cold. For a temperate cere-
al such as wheat, low-temperature exposure of imbibed grin

caused winter lines to flower like their spring wheat counter-
patts. We term this response vernalisation, meaning ‘o become
spring-like’.

Vernalisation-responsive spectes include winter annuals,
biennials and perennials. Many are also LDPs including some
grasses and species with a toserte growth habit. Effective tem-
peratures for vernalisaden range between -6°C and 14°C,
with most temperate species responding best between 0°C
and 7°C. In all cases, these temperamres are below those opt-
mal for growth. Floral primordia are sometimes initiated dur-
ing the cold period, as in brussels sprout, mrnip, stock and bul-
bous iris. Alternatively, cold treatment is a preparatory phase
enabling later inidation of flowers.

Generzally, prolenged exposures of one to three months are
required for vernalisation but this varies with temperature and
species. However, as with photopericdic species, some
respond to a single cold day, for example chervil. In Geum, the
vernalisadon period depends on meristern location, ranging
from two to three months in axillary meristerns to one year
for the terminal apex. Heterogeneity of floral response of
meristems has clear adaptve benefits, whether for perenna-
tion as with Geurmn or for opportunistic responses to rainfall as
for desert ephemenals (see above).

As with photoperiodism, dependence of lowering on ver-
nalisation changes with latitude. For example, 2 vernalisation
response appears only in high-latdtude ecotypes of Themeda
australis (Figure 8.24) and is likewise more important for
species and ecotypes from higher aldrudes. European thistle
(Cirsium wvulgare) collected from the Mediterranean to
Scandinavia exhibit vernalisation requirements predominandy



Table 8.8 Vernalisation (low-temperature) responses can ocaur in pea
(Pisum sativurn) where the shoof apex was not cold treated. Sdon—stock
graft pairs were scored for node position of first flower. Either or both or
neither of each pair were cold treated prior to grafting, and were compared
with intact cold-treated and warn cantrol plants, The earlier flowering in
the majority of the plants in the warm /wld wmbinatian indicates a graft-
transmissible sigral due to cold perception in the cotyledons or the ot

First flowering node

Intact plnts
Warm 34-50
Cold 924

Grafted plants {scion/stock)

Warm/warm 3246
Cold/cold 12-24
Warm/cold 12-16 {62%) or 3048 (38%)

Cold/warm 18-22

(From Reid and Murfet 1975}
Nodes are numbeted from base of plant: where two zones flowered,
the percentage of plants in each category is shown in brackets.

in lines from colder, more northerly sites (Weselingh et al.
1994). In addition to latitude efects in the grass Phalans aguat-
ita, there is a superimposed altitudinal dine.

Leaves sense photoperiod, but perception of low tempera-
tures resulting in vernalisation responses can be by the shoot
apex instead. Chilling of leaves is usually ineffective (Bernier
ef al. 1981). However, cold-treated leaf cuttings of species such
as Lunarid and Thlaspf arvense, and even chicory root explants,
regenerate plants which flower without further vernalisation
{Meczger 1988). One hypothesis is that vernalisation respons-
es may be initiated only ac sites with potential for cell divi-
sion, that is, meristems or regenerating tissues. On the other
hand, in pea and sweet pea, there is clear evidence of trans-
mission of vernalisation signals across graft unions (Table 8.8).
In these experiments, perceprion of cold must have occurred
in cells other than those in the responding shoot apex. These
species also exhibit normal shoot apex vernalisation respons-
es, so there can be two different mechanisms of low-temper-
ature sensing.

The presence of water and metabolic activity are essential
requirements for vernalisaion. We deduce this from vernalis-
able species which can respond during seed germination.
Radish seed, for example, cannot be vernalised when dry or
in a nitrogen ammosphere.

The vernalised state is quite stable in seeds of some species:
they can be dried afier cold treanment, even stored for long
periods, and then sown without loss of response. However,
partichlarly with matginal vernalisation, temperatures imme-
diately following ofren need to remain below 25°C to prevent
devernalisation. High temperature up to 40°C for a few days
sometimes annuks a preceding cold exposure (Bernier ef al.
1981}). Indeed, devernalisation every summer may reset the
flowering of perennial plants so that they require renewed
vernalisadon each winter.

Photoperiod requirements post-vernalisadon are diverse.
Many winter annuals or biennials require long days following

vernalisation. For example, vernalised Hyoscyamus will not
flower under short days but under long days promptly forms
flowers, even with 300 short days between vernalisadon and
induction. In contrast, sensitivity of spinach to inducdve long
days is altered following cold treatments with a shortening of
the critical day length from 14 h to 8 h. A few cold-responsive
plancs, such as chrysanthemum, require short days after ver-
nalisation,

The genetics of vernalisation range from simple to very
complex depending on the species. For example, a single locus
distinguishes the biennial, cold-requiring strain of Hyoscyamus
from its annual counterpart. By comparison, vernalisation of
hexaploid wheat involves at least three loci (Vrn 1, 3 and 4},
probably reflecting its genetic complexity.

Pea and Arabidopsis normally respond both to photoperi-
od and to vernalisation. Of the many late-flowering mutants
known, some are vernalisation responsive, including gigas (g1)
in pea and luminidependens (Id) in Arabidopsis. There are also
vernalisadon-unresponsive and early-flowering mutancs. One
simple explanation is that the wild-type products of some of
these genes are inhibitors of floral induction or initiadon or,
conversely, stabilise vegetative growth,

Vernalisation may involve decreased DNA methylation
allowing activation of suites of genes including some involved
in synthesis of gibberellins. For example, extending the earlier
work of Hirono and Redei (1966), Burn ¢f dal. (1993) found
that vernalisaion-responsive late-flowering mutants of
Arabidopsis treated with the demethylating agent 5-azacytidine
flower eadier than unvernalised controls. From this result, they
concluded that demethylation occurs during vernalisation and
leads to selective derepression of genes required for flowering.

Cool temperature response

In addition to classic vermalisation responses, there are many
reports of species, especially from warm climates where near-
freezing temperatures are infrequent, which flower if exposed
to temperatures from 10°C to 20°C., For some tropical fruit
crops {e.g. mango, avocado, lychee, longan}, especially those
grown in the subtropics (latitude 23°-30°) where substantial
seasonal temperature changes occur, floral induction results
from exposure to night temperatures of 10°-15°C. Because
tropical species are relatively under-researched compared with
their temperate counterparts, physiologists have yet to decide
whether these cool responses have similar mechanisms to
temperate vernalisadon but are adapted to a different temper-
ature range. Another possibility is that flower inidation and
development are blocked/reversed by higher temperatures, so
low temperature could merely be a passive condidon permit-
ting expression of an innate capacity to flower. This may be
the case for Acacia and rice flower (see King et al. 1992) but
for Pimelea ferugined, which flowers if exposed to tempera-
tures below a daily average of 16-18°C for five to seven
weeks, the response is inductive and higher temperature does
not cause loss of developing flowers (King et al. 1992).
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(¢) Water stress and nutrition

In some species including Lolium, Pharbitis and Xanthium, flo-
ral induction and development are biocked by water stress (see
Bernier et al. 1981). For Lolium, an 8 h stress inhibited flower-
ing only if given at the tme of the long day, not one day
before or after. Shoot apex abscisic acid (ABA; see Chapter 9)
content increased transiently up to 10-fold in association with
the brief water stress (King and Evans 1977). Furthermore,
ABA inhibited flowering if applied at the time of the long
day. Later in flower development, water stress or ABA appli-
cation can result in sterility in wheat. The problem is mor-
phologically aberrant pollen, but seeds are sall set if plants are
hand pollinated {Morgan 1980).

By conurast, positive responses of flowering to water stress
are also known. For the geophyte Geaphila renaris, growth
under water-limited conditions for two months causes flow-
ering (see Bernier ef al. 1981). Similarly, water stress coupled
with enhanced photosynthetic conditions, high temperature
and gibberellin application can cause precocious fiowering in
some conifers {Pharis and King 1985). In mangp trees grown
in the tropics with lintle temperature variaton, seasonal flow-
ering appears to be promoted by water stress during the dry
season. This may relate to trees having an extended period of
suspended growth during which ability to flower gradually
develops, for example as a result of accumulation of stored
carbohydrate.

Nutritional status of plancs has lintle direct influence on
floral initiation, although in many species there are effects on
flower number and on fruit and seed development. For exam-
ple, pollen fertlity in wheat is reduced by excesses and
deficiencies of trace elements including copper and boron
(reviewed by Graham and Nambiar 1981). In strawberry, plant
size and fruit and flower number increase as nitrogen supply
is increased (Guuridge 1969), but the supply of nitrogen dur-
ing early stages of flower initiation may enhance vegetative
growth not flowering. Such complex responses make it dif-
frcult to arpue that mansition to flowering requires low-nitro-
gen status coupled with enhanced catbon supply. Numerous
studies have failed to demonstrate an inverse relationship
between nitrogen supply and flowering and, as noted above,
there are often positive effects on floral development (see
Bernier ef 4. 1981). Perhaps a unique response to nitrogen is
the dramatic increase in flowering of apple supplied with
nitrogen but only if supplied as ammonia (Grasmanis and
Leeper 1967). Overall, mineral nutrients, while essential for
growth, may not specifically regulate flowering.

(f) Environmental and seasonal synchronisation
of flowering

The spedies in its natural environment

Control of seasonal fiowering time may be as simple as the
acquisition of a long-day or short-day photoperiodic response,
or to both as in LSDP where exposure first to long summer
days is essential to guarantee flowering in the short days of

autumn. Alternatively, floral development may occur in spring
when both temperature and irradiance increase rapidly to
permissive levels (Figure 8.19). A vernalisation requirement
allows for spring flowering, or for summer flowering when
combined with 2 long-day response.

Often, 2 combination of short day then long day, as well as
temperature, is important in synchronisation of flowering of
perennial grasses (Heide 1994). Comparison of environmen-
tal tolerances of Bromus inermis, a species adapted to lower lat-
itudes, and Poa pratensis, an arctic—alpine species, highlights
how these inputs determine survival. For flowering, both
species require short-day or low-temperature exposure - fol-
lowed by long days. The short-day response is strict in Bromus
and, because of intolerance to low temperatures, it will never
flower at the high latitude of Tromsé (69°39'NY}, as shown by
its climate phototherm (Figure 8.25). The response of Poa, by
contrast, overlaps an arctic phototherm (TromsS) but chis
species is intolerant of the higher summer temperatures at
lower latitudes. Dual induction responses also enable high-lat-
itude-adapted species to initiate inflorescence primordia in
autumn short days. The outcome is to maximise the number
of summer days available for seed development because
anthesis proceeds rapidly in the following summer long days,
even in the short, cool arctic growing season.

Field to nursery transplantations have often demonstrated
environmental influences on flowering, as noted above for
vernalisaden of Girsium arvense, Alternacdively, controlled en-
vironment studies of the type used by Evans and Knox have
revealed ecotypic adaptation of flowering in Themeda (Figure
8.24). Rarely have the two approaches been combined. Either
photothermal models have been used to assess field flowering
data or laboratory environmental response profiles have been
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incorporated into empirical models predicting field response.
However, with Pimelea ferrugines grown simultaneously in
controlled environments and in the field over winter (King et
al. 1996), there was a close match berween effective tempera-
tures for Aowering in the field and laboratory. In additon, evi-
dence for adaptation to small (4°C) temperature differences
came from a high-latimade ecotype from 31°S which was
unable to lower when transplanted to the warmer extreme of
the species distributon (28°S}.

The environment and predicting flowering time of field crops
Phototherms only broadly define the tolerance of a species to
its environment, A more definicve approach uses rates of
resporse of flowering to photoperiod and temperature based
on constants derived from controlled environments, Threshold
limits are also imposed to constrain models to response
envelopes of the sort illustrated in Figure 8.25. Six crop
species (soybean, cowpea, mungbean, chickpea, barley and
Iendl) sown at different latitudes and times fowered in the
field at dmes which correlate well with those predicted from
a simple linear additve model (Lawn et al. 1995). However, no
allowance is made for effects of light intensity and extreme
conditions outside the threshold limits which can be impoz-
tant for Alowering, for example vernalisation or warm tem-
peratures,

The environment and commercial nursery floriculture

Prior information on environmental response has been crucial
to nursery production of potted flowering plants including
the SDPs chrysanthemum and poinsettia. However, there may
be inevirable compromises in some of the complex protocols
required for commercial production of an Australian SDF,
Geraldton wax. Its critical photoperiod is about 13 h, so the
maximum tolerable daylength would be about 12 h from sun-
rise to sunset plus 20min each pre-dawn and twilight
{Dawson and King 1993). Thus, in summer, glasshouse black-
out curtains ate used to maintain the inductive short day, but
this is obviously not an option for field-grown plants. Glass-
house summet temperatures exceeding 35—40°C, well above
the optmum for the species, are another problem. As
a comparison, optimal mean daily temperature for chrysan-
themum is about 21°C (Pearson ¢t al. 1993). Consequently,
greenhouses are often shaded to avoid costly cooling, but then
lower photosynthetic input may result in poorer flowering.

Flowering of woody horticultusal species

Prolonged juvenility of woody species is a problem for grow~
ers and breeders of tree and vine crops. However, there are so
many uncontrolled variables in the field that it can be difficult
to identify the inductive factors. Yields can be severely
depressed by inappropriate timing of practices such as prun-
ing, irrigation and fertilisation. Furthermore, inductive condi-~
tions may be required for several months. One solution for
mango, lychee, olive and citrus has involved the use of con-
trolled environments and ‘mini’ plants grown from cuttings.

These showed that cool temperatures were required for
induction, a response similar to Pimelee and many other orna-
mental and woody species.

For some species, microscopic examinaton of shoot
meristemns has augmented our ability to make decisions on
practical management of flowering. For example, in kiwifruit
(Actinidia} and stone fruits (Pumus spp.) floral inducton
occurs in the previous growing season, whereas in most sub-
tropical species no initiation takes place untl winter. In the
case of kiwifruit, it was discovered that late summer prumng
was removing many of the floral apices (Snowball 1995).

Clearly, knowledge of environmental effects on flowering
has been essential for development of nursery, orchard and
agricultural crops. Particularly for field crops, breeders have
selected for day-neutral tesponses. For glasshouse crops, geno-
type and environment have often been altered. The furure
offers many opporrunities for applying our knowledge of
daylength and photothermal responses.

(g) Summary
Plants depend on natural daylength changes {e.g. short day,

long day, short day—long day, long day—short day and/or
low temperatures to regulate timing of reproduction.
Progressively shorter days in autumn, for example, ate likely to
cause flowering in LSDPs. A requirement for low temperature
(vernalisation) can ensure bienniality in spring-germinadng
spectes. Many warm-adapted species appear to depend on
cool mather than cold temperature for spring flowering.

8.3.2 The processes of floral
induction and initiation

Following discovery of photoperiod-regulated flowering,
there soon followed evidence of leaves as photoperied sensors,
of a umekeeper involving endogenous circadian rhythms, of
transmissible florigenic signals and of a resulting cascade of
developmental changes at the apex.

Although sometimes used loosely, it has long been clear
that the term ‘flowering’ embraces an amazing series of sip-
nalling systerns and developmental transitions. Photoperiodic
induction refers to photoreceptor-driven, leaf-specific
processes, Flower initation at the apex is now divided into
floral evocation and floral differentiadon; evocation describes
the early processes occurring at the apex before irreversible
commitment and differentiation of flower primordia.
Although the term ‘forigen’ was coined inidally, there may be
multiple transmitted fAorigenic stimuli so ‘floral samuli’ or
‘flotigens’ are more appropriate,

{a) Photoperiod and leaf photoresponse

Sensing of photoperiod requires photoreceptor pigments and
a responsive organ. Elegant experiments involving selective
light exposure of different parts of the plant confirmed that

_]‘I‘.
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Figure 8.26 A permanently inductive state can be demonstrated for
leaves of some photuperiodic species. After 28 days of short duys
(SDY, a leal of Perllz returned w long days (L) will continue to pro-
duce graft-transmissible flowering stimolus for st least 97 days,
involving six succesdve prafts of the same leaf to vegstative, long-

day-grown receptor plano

10/14 (From Zeevaarr 1958)

Table 8.9 For Lolium temulbentum, @ single daylength extension of 16 h with incandescent (inc} or low or high flucrescent (fluor) illumination deter-
rines the extent of inflorescence initiation (apex length). Initiation can ocour with or without a change in apex sucrose content

Flowering response

Apex tucrose

Inductive Photoperiod Extension PFD Apex length content
treatiment extonsion (umol m*? <) {mm) Floral stage (%% W)
sD None 0 0.87 £ 0.2 Vegetative 2.65 = 0.34
1LD Inc 11-14 2.20 £ 0.1 Florets 2.86 £0.39
11D Fluor 11-14 1.17 £ 0.4 Double ridges 341 £ 014
1LD Fluor 200-250 1.91 £ 0.1 Flores 6.98 + 0.70
{From King and Evans 1991)

the leaf blade is the photoresponsive site. Defoliated plants [r

show litde or no photoperiedic response and direct illumina- R +FR

tion of the shoot tip is mostly ineffective. A leaf, once pho- EBr+m+R
topericdically treated, may be permanently changed. Leaves o 5 =S

of the SDP Perilla, for example, exhibit a remarkable perma- -

nently induced state to the extent that a single leaf is capable
of causing flowering when grafted in sequence to six vegeta-
dve receptor plancs over a period of 14 weeks (Figure 8.26).

There are at least three plant pigments that could regulate
photoperiodic flowering responses: chlorophyll via photo-
synthesis, phytochrome and the blue light receptor (see
Secdon B8.4). Photosyntheric input will enhance flowering as
shown earlier for the LDP Lolium (Figure 8.21), Measure-
ments of shoot apex sugars show that increased photo-
synthedc sucrose supply to the shoot apex may be important,
but on its own it is insufficient, The primary requirement is
instead for acrivation of phytochrome (see Section 8.4). For
example, Lolium can flower in response to a single long day
extended with non-photosynthetic light. Far-red-rich wave-
lengths ftom tungsten lamps are more effective than red-rich
wavelengths from fluorescent lamps (Table 8.9), and this is
typical for LDPs, For another LDP, Arabidopsis, involvemnent of
phytochrome in flowering is revealed by a brief (10 min) end-
of-day exposure to pure far-red (FR) Lght which promotes
flowering with classic R/FR. photoreversibility (Figure 8.27).
What in perhaps surprising, considering the range of phyto-
chrome mucanes in Arabidopsis, is that none of the mutants
presently known for phytochrome A or B (see Section 8.4)
delays flowering (Figure 8.27),

Phytochrome’s role in flowering in SDPs relates to increas-
es in the duration of the dark period (Figure 8.28). Light in
the middle of the long inductive dark period (a ‘night break’)
inhibits flowering of SDPs —- they experience a“pseudo’ long
day. Conversely, night breaks may promote flowering of LDPs,

20

Days to flower

Wild type No No

phytochrome A phytochrome B
mutant mutant

Figure 8.27 Photoreversible, R/FR. regulation of fAowering in the LDP
Arabideptis by cither light-stable phytochrome B or light-labile phytochrome A
{Reproduced, wich permission, from Bagnall ef . 1995)

Photoperiodic treatment Flowering response

SDp LDP
[ DN e e
[ - Vegrtative Flowering
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Figure 8.28 Effect of photoperiod and night-break interrupdon on A

ing of SDPy and LDPs. The night interruption muay be less than 5 min of
very dim light, as in some SDPs, or may require prolonged (1-2 h} expo-
sares, a5 in some LDP1,




For SDPs, the night-break duration may be amazingly brief
(1-300s) and the response often shows R/FR. photore-
versibility (Vince-Prue 1975; see also Section 8.4). Other evi-
dence from acton spectra emphasises the importance of red
wavelengths of light for SDPs in contrast to the response to
far-red for LDPs,

(b) Photoperiodic timekeeping

Accurate measurement of daylength for control of flowering
requires a ‘photo’ response via a photoreceptor, and a measure
of ‘period’ generally involving a circadian, thythmic, timer.
Circadian, meaning ‘about a day’, refers to the natural period
of these thythms often being not exactly 24 h. In the absence
of external stimuli, most thythins manifest a5 free-running cir-
cadian cycles. However, the timing of dawn and/or dusk
entrain the rhythm to synchronise with exact 24 h cycles and
hence provide an accurate daily clock used by both SDPs and
LDPs. The curtently favoured explanation of photoperiodic
timekeeping involves rhythmic biochemical processes.

In addition, phytochrome is clearly involved (Figure 8.27),
but may not act as an instantaneous on/off switch with respect
to the light/dark cycle. Phytochrome is rapidly activated in
light but on return to darkness there can be a slow {~ 0.5 to
4h) delay in disappearance of actve phytochrome {the Pfr
form) as it is degraded or decays back to the inactive Pr form.
The consequence may be an offset between when it is actu-
ally dark and when the plant perceives it is dark. In the 1950s,
Borthwick and Hendricks proposed that this natural offset,
acting like an hourglass, accounted for photoperiodic time
measurement in flowering (Hendricks 1960). Nowadays, the
hourglass theory is often dismissed, especially as it would be
lirnited to measuring dark periods only up to 4 h, However, it
does provide a rational explanaton of flowering of SDPs
exposed to an extended long datk period and may well be a
necessary component of photoperiodic timekeeping but per-
haps not the limiting factor. There may also be an essential sta-
bilisation period after Pfr decay during which other forms of
timing may occur.

Although daily light/dark cycles set the phase and entrain
24 h rhythms, this does not explain photoperiodic control of
Aowering. For example, there are distinct phase settings of leaf
movement rhythms for the SDP Pharbitis nil when in long or
short days, but flowering is stimulated only by short days. In
1936, Biinning deduced that there is a second, additional, light
response allowing or preventing expression of the thythm (see
Biinning 1960; Lumnsden 1991). The phase of the rhythm
imposes or determines sensitivity of flowering to this second
light input. The consequence is that, depending on daylength,
light may or may not be synchronised with the dark-requir-
ing part of the rhythm (Figure 8,29} and so Rowering is either
prevented or allowed.

Other rhythmu have been revealed at the genetic and mol-
ecular levels. For example, Arabidopsis plants transformed with
a luciferase gene (see Chapter 10) for bioluminescence cou-
pled to the promoter sequence for a clock-regulated plant

Free-running cycle

Phase of dsily osdilation

Hours

Figure 829 Duily light/dark cycles (empty/hatched areas) phase and
entrain a free-running circadlan (from drro-dfem, meaning *about a day’)
oscillation to an exact 24 h cycle. It is proposed that hali’ of the cyele
tolerstes light with the other half {darkened portion) being intolerant. Thus,
for the SDP, Alowering is only permitted with fong dnrk periods. However,
the dutration of ight and darknew are both crucisl componenns of time mea-
surement

{Based on Biinning 1960}

gene gave a simple, visually assayed, indicator rhythm which
was then used to screen for period length mutants (Millar et
al. 1995c). None of the mutants influenced flowering
response, so it appears that there may be several independent
clocks operaung,

(¢} Floral stimuli and inhibitors

The diverse environmental influences on flowering make it
unlikely that plants possess a simple, unique regulatory sig-
nalling system. At least for photoperiod responses, grafting
experiments indicate the presence both of transmissible pro-
moters and inhibitors. However, isolation of Rorigenic chem-
icals from induced plancs (Table 8.10) remains at a preliminary
stage. We are still uncertain whether the floral stmulus (ot
inhibitor) is a single compound, a complex of compounds,
whether it is photoperiod class specific, species specific or
more universal.

Grafting experiments have confirmed that leaves produce
photoperiodic stimuli that are transmitted to the shoot apex,
as discussed earlier for Periflz {Figure 8.26). For several long-
day and short-day species, pre-induced, grafted leaves or leafy
shoots cause flowering of vegetative recipient plants held in

Tabie 8.10  Effect of plant extracts on_flowering response of seedlings of
the SDP Chenopodium rubrum held in long days. Extracts were of
tobazo leaves from plants in inducnive short days or in non-inductive
long dirys

Flowering (%}

Vegetative Pre-florsl floral
Shott-day leaf extract 0 55 45
{inductive oeatment)
Long-day leaf extract 100 0 0

{non-inductive meatment)
No—extract conool

(From Chailakhyan et af. 1989)
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/\ /‘E\ 7 \;\ Figure 8.30 Evid for p of graft-tranerniudble

inh s of floru induction, Flowering of the tobacco line

Gnft donor Trapezond DNP  Maryland Mammoth SDP N, sylvestris LDP Trapezond i3 indiferent ro daylength {(day-neatral plant,

Graft receptor Trapezond DNP Trapezond DNFP Trapezond DNP DNP) but Trag d receptor sh () show delayed fow-

ering if grafted with short-dey (Maryland Mammoth, @) or

ength long-day (Micoti ylvestris, &) tob held in unfs bl

Dayl Days to flower photoperiods, Conversely, (svourable photoperiods lead to

Long dzy 49 >48 23 trsosmission of a floral promoter
Short day 49 2 - {Based on Lang et 4l 1977}

non-inductive conditions {see Lang 1965 and Bernier ef al.
1981). Intriguingly, grafted leaves from day-neutral species
may even be effective donors to LDPs or SDPs held in non-
inductive photoperiods. In a few cases, such as Sedum spectabile
(LDP) and Kalanchee blsossfeldiana (SDP), interspecies grafts
have also been successful. This tells us that, despite photo-
periodic differences, there may be common stimuli or com-
mon perception by the apex of different stimuli.

Many unsuccessful, frustrating attempts to extract and
identify flowering stimuli have led florigens sometimes to be
called hypothetical, nen-existent or the holy grail of plant
physiology. In additon te the tobacco extract example in
Table 8.10, some pesitive results have also been repotted for
the SDP Pharbitis nil (Ishioka et al, 1991). In both studies, there
was activity only in extracts from induced planes, Importantly,
there was no acnvity for extracts of non-induced long-day
leaves or their phloem exudates, We predict from experiments
measuring speed of transmission that the signal moves in the
phloem but no florigen has been chemically idendfied. The
identity of inhibitory compounds is a further mystery. The
main evidence for floral inhibitors comes again from grafting
studies, for example in day-neutral wobacco. When grafted
with a LDP tobacco, Nicotiana sylvestris (Figure 8.30), the day-
neutral hine flowers late if the graft partner is in non-induc-
tve conditions; we deduce that it is producing an inhibitor
that can pass across the graft union. The converse experiment
with the long-day partner in inductive days led to early flow-
ering of the day-neuwal plant, so there is also a tansmitted
promoter (Figure 8.30}. However, ‘Maryland Mammoth’, a
short-day tobacco, lacks the graft-transmissible inhibitor, indi-
cating how difficult it is to unravel the complexities of sig-
nalling.

(d) Hormonal involvement

One reason for considering a role for plant hormones in the
regulation of flowering is the frequent reports that their apph-
cation dramatically alters flowering. However, correlations
with altered endogenous hormone levels are not always evi-
dent, for example in the case of ABA content during floral
induction in Lalfum. By concrast, gibberellin application can
cause flowering particularly of rosette plants. It may replace a
need for vernalisaion or long days in control of boldng and
fowering (Lang 1965) and, as we will see later, endogenous

gibberellin content may also increase following environmen-
tal changes that lead to flowering,.

Some commercial uses of hormones have followed. For
example, ethylene synchronises flowering and fruicng of
bromeliads and is used wotldwide for pineapple production.
Conversely, inhibition of flowering of sugar cane by ethylene
is practised in Hawaii where yield is greater if flowers do not
develop (Moore and Osgood 1986},

With some ornamental species such as Spathiphpilum, most
commercial growers use gibberellin because one application
halves the ame to flowering from six to three months. This
eatly flowering is probably not related to juvenility, which is
sometimes extended by applied gibberellin as in ivy {Hedera
sp.} and shortened in Eucalypius mitens when gibberellin levels
are lowered. After treacment with paclobutrazol, which blocks
gibberellin biosynthesis, grafted seedlings flower massively and
three to five years earlier than normal (see eatlier comment
on juvenility and Moncur and Hasan 1994).Yet we find there
are no peneralisations. For conifers, high gibberellin level may
overcome juvenility and applied gibberellins, in combination
with harsh cultural conditions, allow flowering at one to two
years rather than after 10 to 20 years (see Pharis and King
1985}, For some non-rosette species, long days and/or vernal-
isatdon can lead to rapid increases in gibberellin conrenc
{Metzger 1995) and inhibition of gibberellin biosynthesis may
also block or delay flowering, which further supgests a link
between gibberellins and normal reproductive responses. In
species with no juvenile phase, gibberellins may replace the
need for long days or vernalisation. For example, in the LDP
Arabidapsis, a dwarf mutant (gaf-3) which is blocked in gib-
berellin biosynthesis, flowers later than irs wild type. In short
days, some of these mutant plants may never flower unless
treated with gibberellin (Table 8.11). On the other hand, ver-
nalisadon fails to stimulate flowering. Evidence against a role
for gibberellins comes from the normal flowering of dwarf
genotypes of many species (e.g. pea, corn, wheat, rice) which
are blocked in gibberellin biosynthesis or in capacity to
respond to gibberellin {e.g. pea, corn, wheat, rice}{see sum-
mary in{ Reid and Howell 1995),

Gibberellins can instead be inhibitory, especially for some
perennials, including Fuchsia, Bougainvillea, mango and citrus,
and also for species such as strawberry. Other gibberellins are
known which can samulate flowering without affecting



Table 8.11  Days to_ flower for Arabidopsis thaliana wild type and gib-
berellin-defident or pibberellin-insensitive mutants held in short days (SD)
(8 h photoperiod). Gibberellin (GA ) treated plants were sprayed weelely
beginning 17 d after planting

Days to flower

SD Control SD + GA,
Wild cype 47 32
gal-3 murant (deficient} >117 44
g4i mutant {insensitve} 75 75

(From Wilson et al, 1992)

growth. A more extreme response is seen from some novel
synthetic gibberellins which can even act as growth retardants
while still retaining ability to promote flowering (Evans et al.
1994b, c).

Complex relationships also exist between cytokinins and
flowering. In the LDP Sinapis, endogenous cytokinin levels
increase up to three-fold in long days. Applied cytokinin, how-
ever, induces only a partial flowering response (Bernier ¢f al.
1993). There can also be indirect effects as found in Pharbifis nil
where cytokinins can alter assimilate distribution to give either
inhibidon or promodon of flowering (Ogawa and King 1979).

We know much less about penetic and molecular events
around the time of floral inducton. Beginning with a late
flowering mutant in Arabidopsis, a gene, CONSTANS, has
been identified whose expression is uprepulated by long days
(Purterill ef al. 1995) and which may be one step in the
sequence to florigens. Manipulation of phytochrome genes
influencing flowering has also provided information on pho-
toperiodic processes in leaves. In the future, we can expect to
find links to tmekeeping genes which influence endogenous
thythms. Analogous genes have been isolated from other
organisms including Neurespora and Drosophila,

8.4 Photoreceptors and light cues

Light is the energy source that drives plant life so it is no sur-
prise that plants generally maximise the intercepton of solar
radiation. These strategies range from the complexdtes of
chloroplast ultrastructure to tree architecture. Energy for pho-
tosynthesis is harvested by chlorophyll and accessory pigments
(Secton 2.3}, but plants also possess other liglt-absorbing
molecules that have evolved to sense light intensity, light dura-
don, light direction and spectral composition. These photore-
ceptors are coupled to many developmental processes. For
example, the developinental strategy of a seed on the soil sur-
face with immediate access to sunlight is quite different from
one buried under several centimetres of soil. The initial
growth phase of the latter needs to be rapid and upwards and
to consume as litde of the seed’s resources as possible. That is
why seeds germinated in the dark have spindly stems, aren’t
green (because there is no possible photosynthesis) and don’t
expand their leaves {(because this is unnecessary and they will
cause friction as the shoot grows through the soil). When the

shoot tip does reach Light, there is a complete reassignment of
priorities resulting in assembly of finctional chloroplasts,
expansion of leaves and reduction in stem elongation. These
processes are coordinated by two main classes of photo-
receptor: phytochromes and blue-light receptors (also known as
ayptochromes). Here, we consider briefly the operation of these
light sensors at the molecular and physiological levels.

(a) Phytochromes — multifunctional Light
SEnsors

Early studies of plant developmental responses to light were
some of the most fascinating and elegent, and led to the con-
clusion that not only was light quantity important but dif-
ferent wavelengths caused different reactions (Borthwick ef al.
1954). In particular, several processes (e.g. seed germination,
floral induction} responded to red (R; around 660 nm) and
far-red (FR; around 730 nm) wavelengths in quite opposite
ways. This turned out to be a manifestation of the operton
of one set of morphogenetic pigments, the phytochromes. We
now know, from isolation of phytochrome in a test-tube, and
later discovery of several phytochrome genes, that phyto-
chromes are complex molecules consisting of a protein linked
to a chromophore (Figure 8.31). Photon absorpton by the
latter causes a conformational change which alters the absorp-
tion spectrum (Figure 8.32a). In most types of phytochrome,
these changes can occur repeatedly, a phenomenon known as
photoreversibitity. The two states are termed the Pr form and
Pfr form, because of their optimum absorbances in the R and
FR. regions, respectively. Note that Pfr absorbs to some extent
in the red region, which means that irradiation with pure red
(660 nm} will lead to absorption by both forms and so inter-
conversion will continue indefinitely. Eventually, however, a

Figure 8.31 Phytochromes comsist of » ch ph ap in Hnked
through the sulphur atmn of & cyatei ino acld reddue o a proted
(‘peptide’ on diagram) a chromophore. Absorption of light causes a
reversible conformational change in the chromophore (& clr-trans isomerisa-
tion centred on carbon 15) which alters the absorption tpectrum. The two
forms are referred to as Pr (leil) and Pfr (right}. Most phytochrome respons-
es are activated when molecules are in the Pir form

(Reproduced, with permision, from Salitury and Row 1992)
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stable state is reached, called the photostationary equiltbrium,
in this case with about 15% of molecules as Pr and 85% as Pft.
Because Pr absorbs very little far-red, pure far-red leads to
about 97% Pr and 3% Pfr. Normally, of course, plants are
exposed to sunlight which contains red and far-red wave-
lengths (Table 8.12). The link to the physiological responses
— from experiments done under lots of different wavelengths

Table 8.12  Typical light conditions found in nature, Plants use a range
of different photoreceptors to semse the light quantity, here measured as
Photosyntfretically aative radiation (PAR). Spectral composition in the

red ffar-red region is detected by phytochromes

Situation PAR (umol m™ 5s7) Incident R:FR light
ratio (660/730 nm)
Mid-day sunlight 2000 1.19
Forest canopy 20 0.13
Twilight 1 0.96
Under 10 mm soil 0.01 0.88
Moonlight 0.0001 0.94
{From Stnith and Whitelam 1990 and Smith 1982)
@ 666
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Figure 8. 32 Phytochrome can be characterised chemically by irs Light
absorption spectum, and biclogically by its action spectrum. (a) Absorption
spectra of Pr and Pfr. Although Pr and Pir both abaorb in the blue and ultea-
violet regions, their bialogical importance relstes mainly to the difference in
the red wod far-red regions. Cooventionally, Pr and Pfr maximum
absorbances are taken ax 660 nm and 730 um, respectively. (b} Actlon spec-
trum of inhibition of hypocotyl elongation in dark-grown lentuce seedHngs.
The maximum effect is ar 720 nm, in the far-red zone, The efectiveness of
wavelengthu <300 nm is due to blue-light receptors, discussed later In the
text

(From Viersa and Quzil 1983 and Haromann 1967)

leading to graphs known as acfior spectra (Figure 8.32b} — is
now a lot easier to understand. Conversion of Pr to Pfr by red
light is the basis of red-promoted processes. Alchough the clas-
sic photoreversible phytochrome responses show that Pfr is
the active form, there is also evidence that Pr is important, for
example in maintaining shoot gravitropism in the dark
(Liscum and Hangarter 1993), Surprisingly, phytochrome is
also present in roots, with Pr having a role in regulanng elon-
gation growth.

(b) PHY genes and classes of phytochrome
operation .

We now know that cthere are at least two main phytochrome
response classes (Type I and Type I}, and probably more than
one gene coding for each. For example, there are five genes
{PHYA to PHYE)} in the model plant Ambidopsis, and seven in
tomato (Smith 1995). In the past, sometimes confusing termi-
nology has reflecred our incomplete understanding of the dif-
ferences between the various forms and genes. What is clear is
that Type [ responses relate to phytochrome A (phyA) which
is the most abundant in dark-grown seedlings, up to 99% of
the total phytochrome. Type I is photoreversible, but in the P&
form phyA is also very unstable with 2 half-life of about 1 h,
so that after exposure of a plant to a few hours of light, most

Phytochromes from dicotyledons Homologue of

Arabidopsis

PHYA (56)
PHYC (9)
PHYE (30)

PHYB
i PHYD (20)

Phytochromes from monocotyledons Homalogue of

Ambidopsis
PHYA (19)

PHYC (21}

PHYB (18}

Figure 8.33 The pbytochrome gene family has severnl membens with dif~
fering deg of seq 2 b logy (i.z. molecular similarity}), indicated by
the branch lengths on these disgrams, Of the Type O phytochromes (PHYB
to PHYE), which are a3 grouping bsted on physiological response, PHYC
appears to be genetically distinct and is more closely related to PHYA, The
data are assembled from gene database information for 172 species of Aow-
ering plans, Nomt in p th . the ber of nucleotid
sequences lound in each PHY clas

(Reproduced, with permission, from Mathews and Sharrack 1997)




of the phyA has been degraded (Clough and Vierstra 1997).
Sometimes this is called *light-labile’ phytochrome, but degra-
dation of Type I Pfr continues unabated in the dark. Type II
{various versions coded by genes PHYB to PHYE) is present
at only a few per cent of the original Type I concentration. Pfr
Type II has a much longer half-life, in dark and in light. Type
II phytochromes are responsible for classic photoreversible
(R-promoted, FR-inhibited) processes and for sensing spec-
tral R;FR natios. By surveying DNA sequence homology of
phytochrome genes across many species, a genetic model has
been developed of liow closely related the various forms are,
from which can be deduced their probable evolutionary his-
tory {Figure 8.33).

(c) Phytochromes operation and light quantity
The quantty of light requited to initiate phytochrome
responses varies enormously. At one end of the range, very
low fluence responses (VLFR) are amazingly sensitive, requir-
ing around 1078 moles of quanta m, equivalent to 2 min of
moonlight or 2 mere 0.5ms of full sunlight (Smith and
Whitelamm 1990). The VLFR. class is mediated by phyA and is
not reversible by far-red light because at the light intensities
involved far-red-induced reversion of Pfr to Pt is insignificant
compared with other mechanisms of Pfr degradation. The
high concentration of phyA in dark-grown tssues is probably
an adaptation for maximised sensitivity to minuscule amounts
of light. The VLFR. mode opertes exclusively in tissues in
darkness, especially deep-buried seeds that may germinate in
response to light penetrating through the soil, or a seedling
shoot detecdng its first few photons, allowing early warning
of arrival at the soil surface and initiating conversion to de-
etolated developinent.

Low fluence responses (LFR) also operate with very little
light and sacurate after the equivalent of 1s of full sunlight.

Unlike VLFR, this class operates via Type Il phytochromes
and is typified by the classic R—-FR photoreversible response,
and by perception of spectral quality (R:FR ratio} involved in
growth adjusoments under leaf canopies. It is interesting to
note that the latter is manifested as an increase in shoot exven-
sion rate, whereas at VLFR. intensities, the same wavelengths
can cause decreased elongation.

High-irradiance response (HIR) is a slightly misleading
term because, although requiring more sustained light than
LFR, these responses still operate at only a few per cent of full
sunlight, HIR. covers several different types of response, but
sometimes is rather unhelpfully used to include blue-light
responses (see below} that do not involve phytochrome at all.
Both red and fat-red can initiate HIR. through Type II and
Type I pliytochromes respectively. The latter is probably part of
the daylength perception system in LDPs. Many other far-red-
induced HIR disappear soon after plants are exposed to light,
presumably because most of the phyA has been degraded.

(d) phy mutants

Sorting out which phytochrome type is associated with each
physiological response has been aided greatdy by phytochrome
mutants, mostly in Arabidopsis, but also in pea, tomato and
sorghum. Some of the mutants have a defective chromophore,
others have lesions in the protein part of the molecnle. For
examnple, phyB mutants exhibit changes in germination, elon-
gation growth, flowering time and chlorophyll accumulation.
This suggests that each phytochrome has multiple functions.
Some of these processes are also altercd in phyA mutants, but
often in subdy different ways. We can tentatively conclude
that phytochromes interact to orchestrate many aspects of
plant development. Smnith {1995) has amempted to put all
these functions into an ecological context, and has assigned
each to a particular class of response (Figure 8.34).

FProcew Perceptdon Reaponse Function
phyA e VLFR.  — Pumotey —te Spil disturbance
Germinarion " FR-HIR. — Inhibits —— Dormancy under Litter
phyB = BCFR.  --e- » Graded response - » Canopy gap detccton
phyA _.aVLFR  — Inhibib extension— Soil surface detection?
Edolation ™% FR-HIR — Inhibits extension—» Eardy growth reguladon
De-ctiolation phyB .~~LFR . PiB ighibis - Transiti h
TR PE promotes ton to photoautotrophy
phyB ——w-RLFR e - PrB promotes
Vegeative PE:BE _mu:
development Flowering "™ Neighbour deteetion
Proximity perception
phy? ——mFCFR, -~ Radial cxpamuion Shade avoidance
Leaf area growth
Flowering Figure 8.34 Muoldple phytochrome sensing
systems enable plants to adjust development
under & wide range of ecologically imporunt
PhyA —» FR-HIR. — Day-cxtemsion in light wnvirommena. VLFR = very low Huence
Photoperioditm LDP “* Seasonal tming response, LFR = low fluence response, HIR =
phyB LFRL SD perception high irradiance response
(Repreduced, with permission, from Smith 1985)
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(¢) Blue-light receptors and responses

Although Julius von Sachs in the 1860s discovered that blue
light caused phototropism, photomorphogenesis under blue-
light control has long been the poor cousin of studies on phy-
tochrome. However, since the 1980s, enormous progress has
been made, leading to characterisation of a blue-light recep-

Relative efectiveness
1 1

L

300 350 400 450 500
Wavelength (nm)

Figure 8,35 A blue-light receptor is resp le for ph Action

spectra for monocotyledons (Avena, oat) and dicotyledons (ulialfa) are very

similar, and suggest that a flavin is part of the chromephore
Reproduced, with permission, from Baskin and finoe 1987)

()

251 BLon

Growth mate (mm b}

Figure 8.36 Responses to blue light (BL) can be very rupld, often much
faster than those mediated by phytachrome, Here, growth rate (a) decreases
after 30 & and plasma membrane electric potendal {b) changes even sooner,
within 15 $, when blue Hght (10 pmol m™ 5™ is applied to hypocotyls of
dark-grown cucumber seedlings

(Based on Spalding and Cosgrove 1588)

tor, sometimes called cryptochrome, that is quite unrelated to
phytochrome. Reesponses to blue light require relatively high
light intensities, but can occur extremely fast — electrical
potentials across the plasma membrane can alter within 155,
and cucumber seedling growth can be reduced within 30s of
transferring from dark to blue light (Figure 8.35). Speeds of
this order tell us that some blue-light responses are inidated
without any need for a change in gene expression. Although
blue light is also the prime causative agent in phototropism
(Figure 8.36 and see Section 8.2.5), this differential growth
response has a2 much longer lag time, usually around 30 min,
than in the straight growth inhibition mentoned above. As
with phytochrome, we now know that there are multiple
forms and genes for the blue-hight receptor {Cashmore 1997),
each comprising a protein and two chromophores, one of
which is flavin adenine dinucleodde (FAD) and the other
possibly a pterin, However, it is not clear which of these func-
tions as the receptor for phototropism. Briges and Liscum
(1997) concluded from studies with the hy4 (hypocotyl
length) and nph (non-phototropic hypocotyl) mutants of
Arabodopsis that elongation growth and phototropism are
under penetically independent control.

(f) Conclusion

Muldple phytochrome genes and response classes, together
with blue-light receprors, confer on plants a remarkable
repertoire of light-sensing systems that operate through all
stages of the life cycle and are effective across every light con-
dition present in nature (Table 8,12), Starting with trigpering
or inhibiting germination, and the conversion from ettolated
seedling growth to development of photosynthetc apparatus,
photoreceptors assist plants to optimise their development,
and phytochrome later becomes involved in photoperiod per-
ception for flowering (see Secdon 8.3.2). Coping with
growth under forest canopies, attempts to aveid shade and to
perceive neighbouring plants — these all relate to sensing of
direct sunlight and of light transmitted or reflected by other
vegeration.
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Plant hormones: chemical signalling in plant
development

Consider... a plant not as a packaged collective of indepen-
dent processes but as a highly interactive network of percep-
tion, control and feedback. Every plant has a genetic blue-
print that specifies its whole range of morphology and phys-
iology, but the individual is shaped, sometimes literally, by the
environment it experiences. Integration of development and
adjustment to the external environment are achieved through
multiple coordinating signals throughout the plant.
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Introduction: the need for
communication

In the previous chapter we introduced some of the com-
plexity and subdety of the functioning of plants in diverse,
variable and unptedictable environments. Their sessile nature
makes it a necessity for plants, if they are to succeed as indi-
viduals and populations through many generations, to have the
resourcefulness to cope with and adjust to environmental
change, especially at the extremes. Remember that plant
physiologists are probably the only people on earth who rou-
tinely grow plants under constant environments in growth
chambers! In this chapter we examine some of the internal
mechaniems that plants use to coordinate development. Let us
sart by considering the concept of a plant not as a packaged
collective of independent processes but as a highly interactive
network of perception, control and feedback. A plant has a
genetic blueprint that specifies its normal morphology and
physiology throughout the whole life cycle, but every individ-
ual is also shaped, sometimes literally, by the environment it
experiences. Think of the bent-over shape of trees growing on
coasts with a prevailing on-shore wind, or the ability of pasture
plants to recover repeatedly from grazing of their shoot tips,

We might first ask whether planes really need internal
communication. The answer lies with multicellulariey. With
multicellularity comes almost invariably differendation. Dif~
ferentiation is in effect specialisation, which can also be thought
of as division of labour. The particular physiological and
developmental facets of an organ, dssue or cell type (say, a leaf,
a phloem bundle and a puard cell, respectively) make it more
efficient at carrying out its set of functions. But with special-
isation comes a dependency on the rest of the organism, and a
need for coordination berween its component tssues. Some
of the control is attributable to resource iimitations: water, light,
CO, and inorganic nucnients in the environment; water, car-
bon, nitrogen and minetal fluxes inside the plant. Many of
these factors are discussed in Part IV of this book. Depending
on quantities and types of resources available, and their mobili-
ty in the plant, there are undeniable limics placed on the scope
of development. A shoot system can develop only as rapidly as
the root mass can supply water and minerals for the shoot
strucnure; a toot can grow only if fed with fixed carbon, nor-
mally from the shoot. These ubiquitous molecules function as
integral parts of cell scructures and core metabolisin. What we
find m addition is another layer of control: information-rich
mobile molecules that serve as an integrating communication system
throughout the plant.

Animals have a central nervous systemn and a suite of specific
hormones each with highly defined fanctions. Plants lack the
former, but do possess a quite different set of chemical signals
called plant hormones (Table 9.1). Plant hormones are sometimes
called ‘plant growth substances’ or ‘plant growth regulators*
partly to distance thern from mammalian concepts of hormone
action. However, these alternative terms undervalue the
repertoire of functions of plant hormones: they affect so many
processes other than just growth, so we continue to refer to
endogenous regulatory substances as ‘plant hormones’, We
also talk later (see Section 9.3) about plant growth regulators
as a broader group of active substances applied to plants which
includes more than just plant hormones.

Table 9.1 A comparison of major features of plant and animals and
their regulatory systems

Plant Animasls
Sessile Motile
Aurotrophic Heterotrophic

Mervous system
Adult development determinate

MNe nervous system

Flastic development throughout
lifespan

Mostly panive mass-flow systemns
Hormones produced in many
locations

Hormones multifunctional
Development highly sensitive to
environmnental influences

Active circulatory systems
Hormoene production io restricted
cell types

Hormenes more specific in function
Development relatively unaffecred
by environment

Before describing specific plant hormone functions, we need
to consider how hormone signals might operate effectively. In
any signalling system there is a source and a target, and in
between a mode of transmission — in radio parlance, the
transmitter and receiver with signals travelling as electro-
magnedc airwaves. In animals, the conventional system is a
source gland, mass-flow transport (e.g. blood circulation) and
a target tissue. Plants are harder to diagnose, but we can make
the following generalisations: :

* Each hormone can be synthesised in more than one
location in a plant. Indeed, all living cells may produce
all hormones, but some generate larger quantities and
others almost undetectable amounts.

» Each hormone has many functions, at least by deduc-
tons from experiments with applied hormones and
from phenotypes of hormone-deficient and hormone-
insensitive mutants.

+ Plant hormones are small molecules and are mobile, both
over short (diffusive) and long (mass-flow) distances.
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« Many cell types respond to each hormone class.
» Some hommone functons occur in the same cells or tissue
in which they are synthesised.

From this, we conclude that a plant’s hormones are indeed
quite different from those in animals (Table 9.1). There are
relatively few classes but each is muldfuncronal, they are not
synthesised in glands, they move in several channels and affect
several tssues in a muldtude of ways. A recipe for crossed
wires and confusing ambiguity of signals? Perhaps, but as we
introduce the major hormenes, an overall picture of plant
communications will emerge. We now e¢xamine signal sources
and signal mobility, and then consider how signals are perceived
and translated into altered physiology and development.

9.1 The basis of chemical
control of plant development

9.1 Signal sources: which tissues
make hormones? How are hormones
synthesised?

Tradidonally, five major hormone classes are described: auxins,
cytokinins, gibberellins, abscisic acid and ethylene. Other active
compounds have been known for years, and there are new-
comers with increasingly strong claims for inclusion. These
include brassinosteroids and jasmonic acid in particular, but
also polyamines, salicylic acid and olipesaccharides; for derails
of these, some informandve review articles are listed at the end
of the chapter.

Most hormones have certain biochemicat rends in common:
small molecules synthesised from ubiquitous precursors (amino
acids, mevalonic acid, nucleotides) sometimes via mula-step
pathways, then deactivated by axidation or conjugation (linking
to other small molecules such as glucose and amino acids).
Some knowledge of hormone biochemistry will be invaluable
in Secdon 9.3 where we describe penetic and chemical
approaches to manipulating plant development through
modified hormone biosynthesis and degradation. Further
information on hormone biochemistry can be found in many
recent reviews and texts (e.g. Davies 1995).

Awxins

Awdn in its most common natural form indole-3-acetic acid
{IAA; Figure 9.1a), was the first plant hormone to be isolated,
and was long thought to be derived exclusively from the
amino acid tryptophan, Plants and certain plant pathogenic
bacteria synthesise [AA, although the genes, enzymes and
reaction intermediates differ between prokaryote and eukaryote.
From data on tryptophan-deficient mutant, it now appears

that indole may be an alternative starting point for IAA syn-
thesis in some plants (Wright ef al. 1991; Normanly ef al.
1995). This advance illustrates our incomplete knowledge of
even elementary plant hormone biochemistry. Active growing
tissues, especially shoot tips and young leaves, synthesise aux-
ins, as do developing fruits and seeds. R oots appear te produce
much less auxin, but auxin has vital furctions in lateral oot
development. Plants and bacteria can deactivate auxins by
irreversible oxidation involving enzymes such as IAA oxidase,
or by covalently linking (conjugating) them to other small
molecules: sugars, cyclitols, amino acids, Some conjugates (e.g.
IAA-aspartate) act as inactive auxin stores, regenerating active
auxin when the hink is hydrolysed.

Cytokinins

In many ways, cytokinins are opposites of auxins, being syn-
thesised in roors but with most dramatic effects on shoot
development. However, shoot dssues can also produce
cytokinins, as can developing seeds. A classic example of the
latter is coconut milk, the copious liquid endosperm from
coconut seed, which is still a popular cytokinin source in plant
tssue culture media. Cytokinins were originally named from
their ability to promeote cell division, but they also function in
inidation of new shoot structures, dormancy release and retar-
datien of senescence. Cytokinins are derivatives of adenine, one
of the purine bases found in all DNA and RNA. Indeed,
cytokinins were originally thought to be products of transfer
RINA (tRNA) breakdown. However, based on cytokinin and
tRINA composition of pea roots and turnover rates in maize,
it was calculated that there were insufficient cytokinin
nucleotides in tRINA to account for total cytokinin production
(Shott and Torrey 1972; Klemen and KEimbt 1974). Instead, a
de novo pathway using free adenine nuclectides as substrate
appears to predominate. There are also many cytokinin types
each with subtle differences in structure. The four main class-
es of natural cytokinin each have a different five-carbon side-
chain attached to the N, position (Figure 9.1b). The two
classes found in tRINA (ds-zeatin and isopentenyladenine} are
less biologically active than the major free cytokinin dlasses,
tmns-zeatin and dihydrozeatin. Discovery of a ds-frans isomerase
that interconverts the two zeatin forms has re-opened the
biosynthesis debate, because active trans-zeatin may be made
from RNA-derived ds—zeatin (Bassil et al. 1993). The first
enzyme in the de now pathway, isopentenyl transferase (IPT),
is well known in bacteria but has yet to be characterised fully
from plant tissues. A novel suggestion is that all cytokinins in
plants are acrually synthesised by bacteria present on and in
plant tissues {Holland 1997). if true, this could account for the
failure to find plant biosynthetic enzymes, and for the lack of
cytokinin biosynthesis mutants. Each cytokinin class exists as
base, riboside and nucleotide forms, many of which can read-
ily be metabolically interconverted. This has made it difficult
to decide which forms are biologically actve in their own
right, and which achieve acdvity only after conversion. As
with auxins, inactivation results from conversion to glucosyl or
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amino acid conjugates (e.g. 9-alanyl zeatin = lupinic acid} or
from action of degradative enzymes such as cytokinin axidase
which cleave the side—chain.

Gibberellins

Gibberellins were first noticed through symptoms of 2 disease
(known in Japanese as ‘bakanae’ = foolish seedling) on rice
that caused excessive stem elongation. The causative agent, a
fungus called Gibberella fufikuroi, contains several different types
of gibberellin (abbreviated to GA, after gibberellic acid, the
first form discovered), some of which also exist in plancs.
Plants possess many other unique gibberellins, and collective-
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of genetic and eowi: 1 of s of biosctive GA,,

(i) The GAj, = GA,, step 15 under photoperiod control io some lang-day
plants; for example, eg spinach shows a greater rate of metabolism under
long day, and hence production of bioactive GA,, correlating with devel-
opmental transdtion from roserte form to stem elongation.

(i) GAy — GA, i blocked in many dwarf {thort internode) mutanty, such
23 le in pea, 41 in maize and dy in tice, GAy, itself is inactive but becomes
active afier addition of an hydroxyl (-OH) group to the 3 position, thus
forming GA,. In some other dwarf mumane, the pathway is blocked at
steps well belores GA1%, snd shoots of theae plann contsin almost no
detectable gibberellina.

(iii) GA; — GA, is & key rescti lati of nctive gibberellins.
In this case, addition of an —OH gmnp to the 2P positon inactivates
almost every gibberellin, including GA.

(d) Stucturs uf absciric acid (ABA).
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ly there are well over 100 identified compounds. This intmi-
dating complexity can be reduced to a comprehensible level
by realising that each species contains only about 25 of these
gibberelling and chat most gibberellins are biosynthetic inter-
mediates or inactive end-products, and not active in their own
right. There are many steps and enzymes involved in building
up the 19- and 20-carbon gibberellin molecules from five-
carbon mevalonic acid. Several parallel pathways exist differ-
ing only in number of hydroxyl (~OH) groups. Hydroxyl
groups are the key to gibberellin funcdons: some positions
(3P) are generally essential for actvity, whereas others (26)
completely abolish it (Figure 9.1¢). Inactivaton by conjuga-
tion to glucose also occurs. Gibberellin synthesis takes place
mainly in developing leaves and stems, in developing seeds
and during germinadon. Gibberellins function in dormancy
release and germination, as well as in growth promoton (e.g.
stem elongadon, fruit tssue expansion).

Absdsic add

Abscisic acid (ABA) is an unfortunate hame because this hot-
mone has little to do with abscission. But once again it tells a
story: cotton, one of the plants originally studicd, turns out to
be an exception in that ABA does promote fruit shedding
(Okhuma et al. 1963). ABA is a 15-carbon molecule (Figu're
9.1d) and its synthesis occurs from breakdown of carotenoid
pigments, especially violaxanthin, a 40-carbon molecule.
Previously, mevalonic acid was thought to be the main pre-
cursor, with early steps in common with gibberellin biosyn-
thesis. This alternative pathway may operate in tissues such as
avocado mesocarp and in tomato seedlings (Milborrow 1983;
Willows et al. 1954). ABA is produced in large quandties in
water-stressed tissues, especially roots and leaves, but also has a
role in seed maturadon, dormancy and senescence. ABA con-
centrations are lowered by axidative deactivadion to phaseic
acid or by formation of glucosides.

Ethylene

Ethylene (= ethene; C,H,) is a unique gaseous hormone that
diffuses rapidly out of plant tssues. Its immediate precursor is
1-aminocyclopropane-1-carbaxylate (ACC) which in twrn
originates from S-adenosyl methionine, a derivative of anoth-
er comumon amino acid.

methionine — S-adenosyl-methionine — 1-
aminocyclopropane~1-carboxylate (ACC) — ethyl-
ene

Enzymes: SAM synthase
oxidase

ACC synthase  ACC

Ethylene is produced in response to cell damage and other
saesses such as anaxia. It accumulates rapidly during fruit
ripening and senescence, but all living cells produce some eth-
ylene. Oxidation and conjugation can occur, but dissipation
into the atmosphere is probably the main ‘means of disposal’.

9.12 How mobile are plant
hormones?

In addition to biochemical control of synthests and inacuvation,
hormone concentrations can be modified by import and export
between different regions of the plant. Indeed, transport is an
essential component of long-distance signalling systems. All
plant hormones, being small molecules, can diffuse within and
between cells. Some may pass readily across lipid membranes;
others such as glucosides are more water soluble and may tend
to accumulate in the vacuole, along with other cellular waste
products. There is probably littde a plant can do to prevent
local diffusion of hormones, and plasmodesma bridges {Section
10.1.2) allow intercellular cytosalic passage of most hormone-
sized molecules. In additon, xylem and phloem sap analysis
indicates that several hormones also move over much greater
distances, for example perhaps 100 m from deep root up to
leaf of a large eucalypt.

Are mass-flow systems good channels for signal cransport?
Xylem flux varies massively on a diurnal basis as stomata gen-
erally open duting the day and close at night, thus modifying
transpiratdon rates. Superimposed on that are seasonal changes
in temperature and water availability: with dry roots come
slow flow rates; with hot, dry air, there is huge evaporacdve
demand, and rapid sap flow subject to access to a water sup-
ply. Likewise, phloem Aow is highly variable and sometimes
bidirectonal, making it difficule to specify source and target.
A growing leaf will inidally import sugars through the
phloem, but with attainment of photosynthetic competence,
it will instead export through the same channels. It sounds
fraught with potendal problems, but most physiologists believe
that long-distance transport of hormones has functions in
many regulatory processes. Consider that plants have evolved
with variable mass flow: perhaps some hormone signalling is
dependent on such oscillations rather than being defeated by
them. There is evidence from tomato plants that xylem ABA
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Figure 9.2 Long-distance transport of hormone signals through mass Aow
can be jnfluenced by sap flow rates. Here, flux in tamato xylem is expressed
as a delivery rate (molecules per second) measured as sap fow is altered by
pressuriting the root system. Flux of ABA in the xylem stream increases with
sap flow, whereas ux of nitrate, 2 major inorganic nutrient, is constant.
{Reeproduced, with permistian, frem Else of af, 1995)



flux {molecules delivered per hour) is influenced by the car-
rier solvent (sap) flow rate whereas flux of soil solutes such as
NO; isindependent of flow rate (Figure 9.2; Else ef al. 1995}
In Section 9.2.2 we look futther at fluctuatons in xylem ABA
and the consequences of ABA delivery from root to shoot.
Here, we examine specific mechanisms for auxin transport.

Auxin polar transport

The best-studied aspect of hormone mobiliry is auxin polar
transport, the only specific systemn presently known for move-
ment of any plant hormone. It is termed polar because of its
intrinsic directionality which is not altered even by drastic
experimental procedures such as excision and tissue inversion.
The phenomenon is commeonly demonstrated in segments of
young shoot tssues such as hypocoryls and cereal coleoptiles
in which applied radioactive auxin moves from tip to base at
about 1 cm per hour, but hardly at all in che opposite direc-
tion. This speed is faster than diffusion but slower than phloem
sap flow. Not all cells within the dssue exhibit polar transport,
and it is often restricted to ancillary cells within the vascular
bundles such as phloem parenchyma. The mechanism of
movement is chemiosmotc rather than active, and depends
on three factors;

1. the dissociation kinetics of IAA between its neutral
IAAH and anionic [AA™ forms;

2. a pH difference between cell wall and cytoplasm,;

3. selective [AA! channels in the plasma membrane.

Figure 9.3(a) llustrates how IAA™ ions can pass through
the normally ion-impermeant membrane via the IAA™ chan~
nels located predominantly in the basal membranes of the

@
L?A_ —— Plasma membrane
: —— Cell wall
e

A H* pumping ATPase

IJ}A'__ REIy o] Auxin anion carrier
H~W- ; ==~~~ Diffusion
: --—= Active pumping

Vacualel | gt verete Facilivated (carmiet-
: mediated) diffusion

transporting cell files. In the cell wall comparunent, JAA™
reassociates to JAAH due to the low pH and so the [AA does
not readily re-enter the cytoplasm. Activity of the auxin chan-
nel protein is blocked by certain synthetic compounds such as
naphthy] phthalamic acid (NPA) and cri-iodobenzoic acid
{(TIBA), as well as by natural plant flavonoids such as
quercetin, and apigenin (Jacobs and Rubery 1988). This rais-
es the intriguing possibility that plants may use these natural
inhibitors to regulate their own auxin transport. Using anci-
bodies against the protein to which NPA binds, immuno-
fluorescence microscopy has shown that this protein, which is
probably the auxin channel itself or a dlosely associated protein;
is predominant in the plasma membrane at the basal end of
cells (Figure 9.3b). Because JAA molecules will exit more
through these channels, there is a net movement of auxin
from top to base of the tssue. The relatively slow speed prob-
ably reflects the fact that each IAA molecnle has to enter and
exit every cell on its route down the tdssue.

9.2 Physiology of hormone
action

9.2.1 Signal targets: perception and
signal transduction

Having outlined how hormonal signals are produced and
transported, we turn to further equally important questons:
how do cells detect the presence of hormones, and so perceive

Figure 3.3 Auoxin movement in plants operates partly through a polar (ani-
directional) transport system. The acidic properties of auxin, together with a
pH difference between cell wall and cytopl and localised auxio anion
efflux carrier channels in the pl brane, bine to g a net
basipetal (sway from shoot tip) movement of auxin, (a) Diagram showing the
P of this *ch ] ..!-_r t 5y (b)' a
Icrograph showing p d locatlon of suxin channels in basal ends of
vascolar parenchyma cells (bright zones marked by srrows), cut in longitu-
dinal section. The andbody used was raised againit purlfied NPA-binding
protein. NPA {1 an anxin transport inhlbitor.
(Reproduced, wich permission, from Jacobs 1983 and Jacobs and Gilbert 1983)
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changes in hormone concentrations? And then, having measured
the signal strength, how is this information converted into
developmental and biochemical responses? For the first clue,
we turn back to the signals themselves: we know that only
certain molecular structures are biologically active and small
changes in these molecules can render them virtually inactive,
This happens with addition of hydroxyl groups to certain
positions of a gibberellin molecule, or by comparing frans-
zeatin with its ds isomer (Figure 9.1). This tells us chat the
mechanisms for detecting hormones must have great discrim--
inatory powers. Hormone detection invalves specific proteins
known as receptors, proteins being the only class of biological
macromolecule that can generate the required precision of
molecular shapes. Within their three-dimensional saucrures,
receptor proteins have regions which can bind the active hor-
mone. These binding sites are similar to those in enzymes
which bind a substrate, the familiar ‘lock and key' analogy. The
difference with receptors is that we think no chemical reac-
ton occurs during perception; the hormone remains as hor-
mone throughout. This is an important test in receptor assays
which usually involve a radioactive hormone: if the hormone
is converted to other compounds, probably the binding activ-
ity is simply to the active site of a hormone-metabolising

enzyme.

(a} Plant hormone receptors

Plant hormone receptor research was meglected for many
years but has attracted renewed interest with the advent of
new assays and molecular biology tools since the late1980s,
Compared with detailed information on control of abundance
and activities of mammalian hormone receptors, the picture
in plants is sketchy. The best-studied systems have been auxin
and ethylene receptors, and some of the genes that code for
receptor proteins have been isolated. For example, the ETR
gene from Arabidopsis was suspected to be an ethylene receptor,
but this was ouly confirmed when the cloned gene was
expressed in yeast in which the ETR. protein was able to bind
ethylene {Schaller and Bleecker 1995). There is also new evi-
dence for gibberellin and ABA receptors, but lile definicive
information on cytokinins. Most of the receptors appear to be
located on plant membranes, especially the plasma membrane,
and this is also commeon in animal systems. Some elepant
work by Hooley er al. (1991) strongly suggests that the gib-
berellin-binding site is located on the outer face of the mem-
brane, so that it actually picks up hormone signals outside the
protoplast. In one experiment, Hooley ef al. synthesised gib-
berellin molecules anchored to large Sepharose beads which
were incapable of entering the cell, but which stll scmulated
O-amylase production in protoplasts prepared from germinating
cereal seed aleurcne cells (Figure 9.4(a). ¢-amylase is an
enzyme responsible for hydrolysing starch to sugars and hence
supplying germinating seeds with carbohydrate for energy
and growth. In another experiment, Hooley and co-workers
generated antibodies that mimicked the shape of gibberellin
molecules (known as anti-idiotypic antibodies). These would

Treatment Response (% of normal maximum)
Aleurone protoplasts  Intact aleurone cells

107°M GA,-Sepharose 100 b |

10*M GA,-Scpharose 85 10

107*M GA,-Sepharose + 100 91

16°M free GA,

Scpharose only 2 9

Nao addidions 1 2

L

Figure 9.4 G:bberelllu uceptors n cerul 1 celln are al certain-
Iy located on the p e ds. Two lines of evidence
support this lrie'llr both making use of ptotoplasu, that is, cells with their
walls Y Scall d. {8} Gibberellin molecules covalenty anchored
onto Sephlmse (l pnlyuccharlde gel} beads were still eflective at inducing
C-anm rynthesis. The § beads were much too large o enter the
protoplast. The conclusion is dlat aleurone cells have receptors that can per-~
ceive gibberellin arriving from cutside the cell. (b) Antibodies generated that
mimic the shape of gibberellin molecules, known as anti-idiotypic anti-
bodies, caused p pl to agglud The explanation is that the antbod-
ies are sticking to the outward-facing gibberellin receptor binding site on the
plasma membrane. Because each antibody molecale has two binding domains,
they can cross-link between cells, so forming aggregates of cells

((z) Reeproduced, with permission, from Hooley of of. 1991 (b) from Hocley ef al. 1990}

be recognised by the gibberellin receptor binding site and
therefore competed with the gibberellin molecules and inter-
fered with amylase production. The bound antibody molecules
were also able to agglutinate protoplasts (Figure 9.4). Taken
together, these lines of evidence indicate gibberellin perception

occurring at the plasma membrane surface.

(b) Selective signal ransduction pathways are
needed to generate ‘right’ response

There is now the question of how a single hormone can be
mvolved in several unrelated processes within the same plant.
How do tissues stipulate the right response, at the right level
and time? There are two main possibilities for ensuring that a
signal is passed down the appropriate channel. Note that it is
sometimes argued that plants may have only limited control
over hormone production and supply and that the signals
move and even act in a quite unpredictable manner through-
out the plant,



Idea 1

For each response, there is a discrete type of receptor. Bearing
in mind the many responses to each hormone, the total num-
ber of receptor forms would be high, but this does not neces-
sarily rule out the idea. For example, there are at least five dif-
ferent genes for ACC synthase and three for ACC oxidase,
both key enzymes in ethylene biosynthesis (Barry et al. 1996;
Olson et al. 1991;Yip et al, 1992). Each member of the gene
family is regulated by a different set of factors; thus some oper-
ate only in ripening fruit, others are induced by O, deficit,
others are switched on by auxin or by wounding. This divi-
sion of labour at the hormone biosynthetic level may hkewise
occur in receptors, as shown by sequence homology between
the ethylene-binding protein gene ETRY and at least two
other genes in Arabidopsis and five in tomato (Chao ef al.
1997; Payton et al. 1996}. Circumstantial support for mnltiple
receptors also comes from the wide range of effective plant
growth regulator concentrations, for example 1071 M auxin
promotes root elongation, compared with 1075 M for the
same process in shoots, and >10™* M stimulates adventitious
root initiation in stem cuttings. How could a single protein
have the kinedc power to resolve concentradon differences
over more than a million-fold range? Auxin inhibidon of
growth may operate via ethylene because auxin at moderate
to high concentrations induces ethylene synthesis (Sakai and
Imaseki 1971). However, several other auxin responses are
known to be ethylene independent based on studies with
auxin-overproducing Arabidopsis plants crossed with ethylene-
insensitive mutants (Romano et al, 1993),

Idea 2

There are very few receptor types, possibly just one, for each
hormone. The divergence of signalling would therefore occur
‘downstreamn’ from the receptor, that is, events that occur affer
hormone percepton. There are several steps between reception
and the final action, say, in closing a stomatal pore, inducing
onset of dormancy or modifying a cell's growth rate. In this
way, a single ABA receptor could be coupled to different
responses in puard cell, maturing seed and growing leaf,
respectively.

Viewing the collective evidence, a tentative impression would
be that perhaps both the above ideas are at least partly correct.
Whatever the details of the systern, in all cases the signal needs
to be converted into a response. After perception by the
receptor, the ‘signal’ is passed to what is commonly termed a
second messenger, which in animals can be simple molecules
such as Ca?* ions, cyclic AMP (cAMP) or inositol trisphos-
phates (IP4). These are collectively involved in signal transduction
pathways and usually involve some kind of amplification: from
each hormone molecule binding to a receptor, many second
messenger molecules may result, Typically, activation of a sin-
gle enzyme molecule leads to genermdon of many product
molecules, or opening of a single Ca?* ion channel leads to
flux of large numbers of Ca?* ions, Animals and plants share

some similarities in signal transduction mechanisms.
Membrane-bound mammalian receptors are often linked to

other proteins which, for example, bind GTP.These G-proteins

are linked in turn to enzymes such as phospholipase C, which
cleaves phospholipid groups and thus generates lots of second
messenger product (IP; and diacylglycerol} for as long as the
receptor binding site is occupied. The number of G-proteins
known in plants is increasing rapidly and they appear to have
diverse roles in signalling {(Millner and Causier 1996), including
hormone systerns such as ABA-regulated gene expression in
germinating cereals (Bethke et al. 1997). In one of the best-
studied hormone signalling systems, gibberellin induction of
I-amylase gene expression in cereal aleurone cells, there are six
or seven stages between primary signal and final action, name-
ly production of active Gt-amylase enzyme (Figure 9.5; Bethke
et al. 1997). Within minutes, ionic changes {Ca®* and pH) are
detectable in the cytoplasm, followed by an increase in
calmodulin, a calcium-binding protein involved in sigmal
transduction. A slower increase in cGMP is seen which seems
to operate independently of the Ca* system, but both of
these ransduction pathways seem to combine to stimulate
transcription of genes via a protein called GAMyb, which is a
transcription factor (a protein class that binds to specific DNA
sequences in gene promoters). Overall, it takes 412 h before
much functional G~-amylase is detectable.

Respormse {% of maximumy})
3

1 10 10 1000
Time after gibberellin treatment (min)

Figure 9.5 A complex chain of events is required to convert & primary hor-
monal signal, gibberellin, into im Anal scton, in this case synchesis of the
srch-hydrolyuing enryme o-smylue during cereal seed germination. After
incressed gibberellin levels are perceived, the most rapid changes, within 5
min, are in the second messenger Ca? ([Ca?‘]; is cytosolic calcium concen-
tration) then ity P pr dulin {CaM), together with altered
intracellular pH, and after sbout 1 h another second messenger, cGMP
Following this, at about 3 h, there is a rise in GAMyb, a tsmscription factor
protein that binds to promaters of gibberellin-regulated genes, and finally
PP of I-antyl yme ahout § b after gibberellin treatment.
{Based on Bethke #t al. 1997)

A lengthy debate on whether cAMP, a ubiquitous second
messenger in animal systems, was important to plants was
finally resolved by conclusive data showing presence not ouly
of cAMP but also some of the proteins with which it interacts
during auxin-induced cell division (Trewavas 1997; Ichikawa
et al, 1997). The multplicity of signalling components in plant
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cells and the number of potential links and interactions are
beyond the scope of this discussion. What is remarkable is that
primary signals are ulimately coupled to the ‘right’ response,
whether direct physiological changes or altered gene expres-
sion. Much of this fidelity depends on restricted intracellular
distribution of signalling components. For example, many of
the protein kinases and protein phosphatases that activate and
deactivate other regulatory proteins are probably located on
membranes or tied to the cytoskeleton and therefore will only
respond to signals within their immediate cellular neighbour-
hood (Trewavas and Malhé 1997). On top of that, cell differ-
entiation will lead to quite different signalling components in
each cell type. It may, however, be some time before enough is
known about these subtle systems to be able to make use of

them, say, in modifying crop physiology.

9.2.2 Diverse roles for plant
hormones

Before we consider details of the final consequences of hor-
mone signalling pathways, it is helpful to think broadly about
the roles of hormones in enabling organised plant develop-
ment and efficient responses w alterations in the environ-
ment. The range of functions of plant hormones and respons-
es to them can be bewildering, but most roles can be grouped
under two general headings: erganisers and mediators.

(a} Organisers

Organisers primarily define the basic fmmework of a plant’s
axial structure. This includes channelling of cells into par-
ticular pathways of differentiadion depending on their location
within the plant. Plants tend to, even need to, maintain a bal-
ance between shoot and root development. The two systems
are interdependent, so damage or loss of one upsets that bal-
ance and necessitates some developmental adjustment, We do
not know exactly how complex differentiadon pathways are
regulated, but it seems likely chat a relatively small number of
primary signals are needed, with each controlling a whole
suite of characters. In Secton 9.2.3, we see how such systems
can operate at the level of gene expression,

Auxin—cytokinin balance: opposing directional flows of active signal
Tsui Sachs and Kenneth Thimann in 1967 proposed that shoot
apical dominance is governed by auxin—cytokinin balance.
Evidence came mainly from polar basipetal transport of shoot
Hp auxin and responses to applied auxins and cytokinins:
auxin supplied to a decapitated shoot stump suppresses the
normal lateral bud growth response, but cytokinin supplied
directly to lateral buds promotes outgrowth of intace plants.
More recent studies on transgenic plants and branching mutants
sugpest that there are probably other regulatory signals in
addidon to auxin and cytokinin (see Feature esszy 9.1).
Ovenall, however, this simple theory, along with auxin and

cytokinin responses in tssue cultures (see Section 10.2 and
Figure 10.23), gives us the foundatons of control of root:-
shoot development ratics, and enables comprehension of
plant developmental homoeostasis. This balancing act com-
prises several developmental elements, but all potendally trace
back to auxin:cytokinin concentration ratios, Even in intact
plants, shoot branching is limited if root growth is poor or if
roots are stressed. Conversely, a vigorous root system depends
on carbon supply from shoot photosynthesis. Superficially,
root:shoot balance appears resource limited, but the role of
hormones overlays an ability to signal in advance of crisis, and
enables stochastic (modular) adjustment of units of plant
development: number of active shoot branches and number of
lateral roots, in addition to modification of the growth rate of
each. Mechanical damage, whether removal of just a shoot
apex, or cutting off a stem at ground level, may invoke simi-
lar hormone-driven responses. Shoot apex replacement is
rapidly achieved by outgrowth of an existing lateral meristemn,
in theory stimulated by auxin depletion and cytokinin accu-
mulation around the top of 2 cut stem. A tree smump lacking
reserve buds may still possess active cambium cells, which can
respond to the same cytokinin enhancement by initiating
rapid cell division and subsequent shoot organogenesis {see
section 10.1.2). A stem cutting continues to transport auxin to
the cut base, but lacks its normal cytokinin supply from the
roots. This high auxin:cytokinin ratio stirmmlates cell activation
leading to adventiious root organisation, and in commercial
propagation is accelerated by supplying additional auxin in
rooting powders and solutions. In addition, there are strong
links between cytokinins and delay of senescence (Gan and
Amasino 1996; Wang et al. 1997). A plant with damaged, dis-
eased, water-stressed or mineral deficient roots will exporr less
cytokinin in the xylem, one consequence being prematire
leaf senescence usually from the stemn base upwards.

Seed-derived hormones regulate pattern of fruit development
Although fruit and seed nssues are genetically different — the
former is parental, the latter is progeny — the two develop in
a coondinated manner. In most species, if ovules are not fer-
tlised or the embryo aborts, fruit tissues stop growing and are
usually shed prematurely. Because seeds represent the next
generation, it makes little sense for a plant to continue invest-
ing resources in a package that conmtains no propagules.
Exceptons to this are parthenocarpic {seedless} fruits, some of
which have genetic causes, and others which are induced
chemically by application of growth-promoting hormones:
auxin, gibberellin, cytokinin or combinations of these.
Parthenocarpic fruit are prized by humans and include seed-
less or semi-seedless commercial varieties of grape (see fron-
dspiece to Chapter 11), citrus, banana, watermelon, pineapple
and lychee. The relationship between seed and fruit growth
appears to be driven by hormones synthesised in the devel-
oping endosperm and embryo, and is neatly illustrated by the
reladonship between auxin levels and fruit growth rates in
blackcurrant (Figure 9.6).
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Figure 9.6 During seed and fruit development in many species there is &
phase ol endosperm development [ollewed by embryo growth, Thess two Gs-
sues are thought to be the of hor that p fruit growth.
Here, the two rapid phates during the double sigmoid fruit growth curve of
blackcurrant (Ribes nigra) coincide with peaks of IAA content (solid circles)
and with maximal rates of endosperm then embryo development {open cir-
cles).

{Bascd on Wright 1956)

FEATURE ESSAY 9.1

C.G.N. Titrnbull

The conventtonal view of apical dominance control in
plants is that auxin inhibits branching whereas cytokinin
promotes it. The original paper by Sachs and Thimann
(1967) examined responses to auxin applied to cut shoot
stumps or cytokinin applied directly to buds, Radiolabelled
auxin applied to a shoot stump is transported in a polar
manner down the stem (Figure 9.3}.These data were extrap-
olated to the assumption that endogenous hormones will
behave similarly, that is, on decapitation {removal of the shoot
tip and hence a main source of auxin) auxin supply down
the stem will diminish and bud growth is permitted.
However, endogenous IAA and cyrokinin levels in buds both
inerease within a few hours of shoot decapitation (Gocal et al,
1991; Turnbull er 4l. 1997). Since the late 19805, many trans-
genic plants have been created with altered auxin or cytokinin
content. Superficially, the phenotype of these lines supports
the auxin—cytokinin hypothesis: high-cytokinin p¢ plants
branch more, as do low-auxin faal plants {Medford ef al.
1989; Romano ef al. 1991). However, closer examination of
the developmental sequences reveals that often branching is
hardly affected at all in young plants, even though the con-
stitutively expressed genes cause altered hormone content at
all stages of the life cycle. Instead, branching is promoted
only later in development, around the time of floral inita-
tdon when wild-type plants also branch. Auxin and
cytokinin therefore appear to modify rate of bud growth but
not always the dming of its onset. In additon, there are ques-

(b) Mediators

The second broad role of hormones is as mediators of environ-
mencal signals, often stress factors, which lead to modificaion
of physiology and patterns of development. For example, as
discussed in the preceding chapter, photoperiod percepdon in
leaves leads to flowering at the shoot apex. A light signal is
translated into a chemical one. The route of signal trans-
mission from leaf to apex appears to be in the phloem sap, and
although we do not know of a universal ‘florigen’ hormone,
part of the signal in some species may be specific types of gib-
berellin (Evans ef al. 1994b,c). Gibberellins also have a wider
ole in mediating some types of phytochrome responses, such
as stem elongation in long-day plant rosette species (W et al.
1996). Entry into and exit from dormancy often depends on
external inputs such as fluctuation in water availability: some
responses to dehydration during seed maturation and imbibi-
ton during germination are mediated by ABA and gib-
berellins, respectively. Low temperature is another factor
which can break endodermancy or induce flowering, and may
be mediated by hormones such as gibberellins and cytokinins,

Models for control of shoot branching: more than just
auxin and cytokinin

tions about whether roots are the main source of cytokinins
for the shoot: in experiments with grafted transgenic plants
expressing the ipt cytokinin gene only in the mots, no
increase in shoot cytokinin was seen and plants did not show
enhanced branching (Faiss ef al. 1997).

There is also evidence from pea mutants that branching
control in intact plants cannot be explained by auxin and
cytokinin alone. The ramosws (Latin for ‘branched’, abbrevi-
ated to rms) mutants all exhibit greater than normal branch-
ing. From Sachs and Thimann, we predict either low auxin
or high cytokimn or both, or altered sensitivity to these
hormones. However, 2nalysis of xylem sap (the main
pipeline supplying solutes including cytokinins frem root to
shoot) reveals that in some mutants, xylem cytokinin con-
tent is actually much reduced, by as much as 40-fold in the
case of rms4. In addition, none of the mutants has reduced
auxin content in the shoot. One mutnt, rms2, does have
slightly elevated xylem sap cytokinin, but it has up to five
times the normal auxin level. Cleary, auxin and cytokinin
levels do not conform with Sachs=Thimann predictions in
these plants, so another model for branching control needs
to be developed.

Using reciprocal grafting experiments, Beveridge ¢f al.
(1997a,b) have established where in the plant some of the
Rms genes are expressed. For example, expression of the
normal Rms? gene does not seem to be restricted to the

shoot. This conclusion is based on inhibidon of branching
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Figure 1 Control of Iateral branching is regulated by several gones and
probably several mobile signals. In pea, the rm# mutant is highly
branched and hay extremnely low levels of cytokinini meoving from roat w
shoot in the xylem tap. The | theory of apical dominance reg-
ulation suggests that high cytokinin levels would be associated with
incressed branching. The evidence hers from reciprocal grafts between
rmyé and iw wild type is that the extent of shoot branching governs the
export of cytokinina from the root rather than vice versa. ZR = xearin
riboside

{Reproduced, with permission, from Beveridge of al. 19972}

in both rms1/wild-type (scion on rotstock) and wild-
type/rms1 grafts; that is, provided there is one part of the
plant with normal Rms1 expression, then branching will be
inhibited compared with the rmsf mutant. The Rms? gene
therefore may control'a branching inhibitor that can move
from root to shoot, but can also act direcdy in the shoot,
Because rms? planrs have normal [AA transport and are not
[AA deficient, we deduce that this inhibitory signal is
almost certainly not auxin.

On the other hand, rms4 shoos grafted onto wild-type
roots still branch, but the wild-type roots now export rms4
levels (i.e. very low) of cytokinin. The converse graft of
wild-type shoots onto rms4 mutant roots does not branch
but the roots now export wild-type levels of cytokinin
(Figure 1). The deduction is that the normal Rms4 gene is
expressed in the shoot only, and two consequences of the
rms4 mutation are enhanced branching and down-regula-
tion of mot cytokinin export. The latter must require a

shoot to root signal, but auxin is again an unlikely candi-
date. We are therefore left with two intriguing conclu-

S10MS:

1. Auxin and cytokinin alone do not explain the control
of apical dominance in intact plants.

2. there is evidence for at least two novel (i.e, not auxin
or cytokinin) graft-transmissible branching signals, one
moving from root to shoot (the Rms7 factor) and one
moving from shoot to root (a signal relating to Rms4).

Plant architecture is closely ded to shoot branching and
is an important character in many crop plants. For example,
increased bushiness is desirable in ornamental pot plants, but
a single trunk, non-branching phenotype is most valuable
in plantation timber species. In the future, there may be
potential for regulating branching through genes such as
the Rms series, in addition to manipulation of auxin and
cytokinin status.
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ABA as a mediator of water status information

The mle of ABA in transmitting informadon about plant
water status was discovered in the early 1970s. Here, we take a
detailed look at cne of the best studied of all ‘mediator’ roles
of hormones. When water loss from leaves is accelerated by
exposing them to a stream of warm air, ABA concentraion
rises dramatically, by about 10- to 50-fold and stomata close
(Zeevaart 1980). Similarly, 2 low concentration of ABA sup-
plied exogenously to excised leaves via the transpiration stream
induces stomatal closure, It was concluded that ABA synthesis
in leaves, induced by water stress, is the canse of stomnatal clo-
sure. Further evidence for the involvernent of ABA in stomatal
regulation came from studies of ABA-deficient mutants such
as flacca in tomato, wrlty in pea and dreopy in potato, which wilt
rapidly when exposed to only mildly stressful conditions but
regain a normal phenotype if treated with ABA.

Synthesis of ABA in wilting leaves is enhanced as murgor
approaches zero. Conjugated forms of ABA such as the J-glu-
coside can be present in leaves at quite high concentration
and represent a potential source of free ABA, but actually
appear quite stable and do not break down under stress,
Therefore de novo synthesis of ABA during stressful conditions
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Figure 9.7 Response of grapevines o hydrsuolic and non-hydmuolic signals
doring water stress applied to spllt root sy Root ey can be splic
vertically (surface vu. deep) or horizontlly (left—right, as in this experiment
(1)) and different water streases applied to each half, If one half s kept well
watered, this is sufficient to maintain normal shoot water status and no leaf
wuter potential difference ls detected (solid circles) compared with control
fully watered plants (open circles) (b). If the other half root system Iy dry,
wry drought dgnal induced muy be transmitted to the shoot. A prime can-

is responsible for stomatal closure, and acts as a protective
mechanism against the potentally damaging effects of water
loss. ABA-induced stomatal closure pre-empts hydraulically
driven stomatal closure which would eventually occur as
stomatal guard cells lose turgor. Hydraulically driven closure
occurs far later than closure induced by ABA and usually
occurs too late to prevent excessive and damaging levels of
water deficit.

Stomatal closure in response to increased levels of foliar
ABA provides a solution to one of the major problemns faced
by mesophytic plants, that is, the compromise between main-
taining sufficient gas exchange to satisfy the CO, requirements
for carbon assimilation but at the same time limiting water
loss when condibons become unfavourable. However, this
rather simple interpretation of plant response to scress is not
the whole story. For example, water-stressed plants can have
leaf water potentials which are similar to or even higher than
those of well-watered plants and yet the stomata are fully
closed (Figure 9.7). Shoot extension and leaf expansion are
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didate for this root signal is ABA, which is detected either chemically (c), or
by ity effecty on stomatal aperture (a). Is many species, root-generated ABA
1 of any water deficit in the shoot.
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This is Interpreted a3 an eardy warning system, eusbling plann to reduce
water use under imminent drought conditions. In nature, during periods
without rain, surface roots would normally become dry before deep roats
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also highly sensitive to stressful conditions but they are not
always accompanied by low leaf water potentials. Clearly, ABA
synthesis in leaves is not the only process occurring during
water stress.

Roots as a source of ABA

Part of the answer to this puzzle came from experiments using
plants with divided root systems. For example, if a piece of
grapevine cane bearing six or seven nodes with dormant buds
is sawn along its length from the base for about two inter-
nodes, it is possible to induce root formation on each of the
two halves. These split root systems can be planted in separate
pots or in the field, which allows independent manipulation
of the soil moisture status of each root (Figure 9.7(d)). It has
long been known that xylem sap contains ABA, and that
increased ABA in droughted roots might thus be transmitced
to the leaves (Davies and Zhang 1991), However, simply dry-
ing the roots of a plant with a single root system affects the
water relations of the whole plant and it is then difficult to
distnguish the effects of lowered leaf water potendals from
the effects of root-derived chemical signals. Spht-root plants
allow study of the effects of drying soil without the com-
plications of changed water relations because the soil around
one root system is maintained fully watered. This root system
supplies as much water as the canopy needs. Normally, the
second oot system is then dried and the effects of any chem-
ical signals studied. Here we show the effect of withholding
water from one root system of twin root grapevines
(Fipureure 9.7). Stomatal conductance fell mpidly, and within
8 d was only 22% of that in fully watered control vines yet
water potential of the leaves remained unchanged. Leaf ABA
content also changed in response to partial root drying. When
conductance was at its lowest, ABA levels had doubled when
compared with fully watered controls. ABA levels returned to
control values 10 d after rewatering the dry pot, but conduc-
tance took somewhat longer to recover,

The leaves did not receive any hydraulic {water deficit)
signal which may have initiated local ABA synthesis. We con-
clude that the drying roots produced a chemical signal which
is transported to the leaves in the transpiration stream and
which induces stomatal closure. The chemical signal is most
likely to be ABA. Zhang and Davies (1990) took a direct
approach by supplying different soludons to excised maize
leaves and measuring stomatal conductance (Figure 9.8). They
tested xylem sap from well-watered leaves, sap from stressed
leaves, sap from which most of the ABA had been removed by
passage through a column contuining ant-ABA antibodies
and a series of synthetic ABA solutions. In every case, the anti-
transpirant activity of each solution was explicable in terms of
its ABA content. Further evidence that it is a clesing simulus
arising from drying mots and not a lack of an opening sim-
ulus comes from the observation that stomata re-open after
drying roots are excised.

Experiments like this help us understand how plants in the
field deal with everyday fluctuations in soil water, sustained
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Figure 9.8 Large fuctustions mre often seen in ARA concentrations in
xylem sap moving fom oot t0 shoot. In some species such as maize (but
not other such us wheat and spricot; ses Figurs 9.9), drought-indoced scomn-
atal ol can be d for entirely by the i d of ARA
signal. In this experiment, increased ABA was generated by withholding
water for up to 20 d, The error bars on each point are standard deviations
and indicate the mnge of boch che i in ABRA ¢ t and the eflect on
stumatal conductunce, The open circle shows the xylem ARA concentration
and leal conductance resulting from feeding 1075 M ABA to part of the root

system.
{R.edrawn, with permission, from Zhang and Dhavies 1990}

drought and other environmental conditions. Surface layers of
soil, which usually have the highest root densities, dry first and
roots in this zone will be stimulated to send enhanced ABA
stgnals to the leaves, slowing transpiration and thus providing
the first indication that soil conditions are not ideal. At this
time, the deeper roots may still have access to water and so no
hydraulic sipnal has been generated. Such ABA signalling from
roots does not result in large increases in leaf ABA and that
which does accumulate is soon dissipated through metabolism
and translocation once the dry mot signal is removed. This
enables leaves to monitor contnuously root water stress and
to adjust stomatal apertures according to distant and local
water availability. If drought continues and more of the soil
profile dries, then leaf water potentials will fall and erigger
new synthesis of ABA in leaves, reinforcing and extending the
stornatal closure already set in train by the roots, The large
increases in ABA which then result may have more far~reach-
ing consequences because expression of certain genes is reg-
ulated by ABA (see¢ Secton 10.3). Some of these have
sequences which are predicted to confer heat stability to their
resulting protein products,

Unexpected relationships between conductance and ABA content

The picture of ABA derived from roots causing reduced
stomatal conductance during periods of water deficit is true
in many, but not all, cases. For example, this correlation does
not hold in apricot which instead can osmoregulate and
thereby maintain stomatal opening. In a study comparing the
drought responses of grapevine, which largely conforms to
the normal model, with apricot, another drought-tolerant
plant often grown in close proximity to grapevine, xylem
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ABA content in apricot was only about 5% of that needed to
induce stomatal closure. Moreover, ABA levels in leaves showed
a positive relationship with stomatal conductance, contrary to
normal expectations (Figure 9.9). ABA was accumulating with
increased transpiration but was having no effect on stornaral
conductance, Unlike grapevine, which operates over a fairly
narrow range of leaf water potentials, apricot leaf water poten-
tial fell progressively throughout the season, yet stornata
remained open. The key to these apparently anomalous results
was that leal osmotic potental fell along with the water
potential, thus maintaining leaf turgor and stomnatal opening.
By the end of the growing season, sorbitol, the major organ-
ic osmoticum in apricot leaves, had accumnulated to a concen-
oaton of 40 mM, Apricot uses osmotic adjustment to pro-
tect itself during drought and ABA appears to play little part.
Indeed, it was found that even when apricot leaves were
deliberately wilted, their ability to synthesise ABA was almost
totally eliminated when sorbitol concentratons were high

{(Loveys et al. 1987).

Next, we follow the signalling pathways to their final sites of
action, namely modified development and physiology.
Essentally, there are two options: direct effecs and acton
through altered gene expression.

9.2.3 Direct effects on cellular
processes

Some hormone systems are coupled to existing components
of a cell’s physiology. This is an effective means of achieving
rapid responses, often within a few minutes of alteration of
hormone levels. Three cases are presented which illustrate
how importane direct effects can be,

(a) Auxin and acid growth —- the proton pump
story

In the 19305, the original proposed function of auxin was as
a shoot growth promoter, also involved in unequal rates of cell
elongation in cereal coleoptles during bending associated
with tropisms. We now know that auxin is active in promot-
ing cell expansion in many other tissues: stems, roots, fruits
and callus cultures. Two mechanisms seem to be involved, one
involving rapid changes in gene expression (see Section
9.2.4b) and another which directly affects the cell wall. This
latter may operate through what is often termed the Add
Growth Theory and relates to auxin stimulation of ‘proton
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Fig 9.10 Aaxin-induced cell elongation operates through more than ons
mechanism. {x) Short-term growth may partly be due ro acidification of the
cell wall compartment due to auxin stimulation of plesms membrane H*
export (proon pump) ATPase. Here, growth mtes of ont coleoptils segments
were measured during » 45 min incubation in solutions of different pH. (b}
Specific auxin-inducible genes are expressed mors abundandy in faster
growing o with changes in expression d ble within 10 min. Thess
muy well be refated to aurin-induced growth that occurs independendy of,
or additively with, acid-induced growth. Here tigus print autoradiogramu
show distribudon of SAUR (short auxin upregulated) mRNAs during gravit-
ropic respomse of soybean hypocotyls. At Gme 8, the reedlings were moved
from a vertical to horizontal positlon. Inidally symmetrical staining is
placed by predomi of staining on the lower (faster growing) side dur-
ing the bending rep The ded tedons are just visible at the
left-hand side.
R.eproduced, with permisson, from Rayle and Cleland 1970 and Guilfoylw et of. 1990)
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pump’ ATPases located in the plasma membrane which rapid-
ly increase HY concentrations in the cell wall compartment
(Figure 9.10(2); Raayle and Cleland 1970). Low pH was orig-
inally proposed to modify some of the bonding berween cell
wall polymers, especially H-bonds and ionic bonds, and also
to stimulate some hydrolytic enzymes. The mechanism now
appears to involve cell wall proteins called expansins which
are pH sensitive and interact with other cell wall polymers to
modify wall mechanical properdes (Cosgrove 1997). The
result is a softening, or increase in plasticity, of the wall which
then expands more mapidly under the driving force of wrgor.
The other component of wall mechanical properties is
referred to as elasticity but because this is reversible deforma-
tion it does not lead to growth. Some controversy has exasted
on this subject since the 1970s, mainly centred on whether
acid growth fully accounts for the auxin effect, and whether
it is a universal phenomenon. There is litde doubt that auxin
stimulates proton pumnping and acid-induced growth is prob-
ably at least a part of the inifial growth response, but there are
also acid-independent components of growth (Schopfer 1989)
and other changes are needed for sustained auxin-induced
growth. The discovery of auxin-stimulated genes that respond
within 5 min (Section 9.2.4) suggests that direct acid-induced
growth and gene expression changes may occur sirnultane-
ously.

{b) Gibberellins and ethylene modify growth
directions via control of microtubule orientation
Plant shape or form is determined by the direcdons in which
its component organs and tissues grow. Disorganised growth
in all three dimensions leads to a callus or tumour, so an
organised plant clearly has spatial control of growth,
Theoredeally, each cell can grow in any directen, but usually
the existing cell walls place some mechanical restricdon on
this, Cellulose microfibrils — bundles of cellulose molecules
— contribute a large proportion of the smength of the pri-
mary wall, and have only limited elasticity. This means that
growth aleng the axis of the microfibrils is restricted, but
growth perpendicular to this axis can continue, Organising
microfibrils into parallel arrays will therefore force pre-
dominantly one-dimensional elongation growth. Microfibril
orientadon, in turn, is dictated by subcellular components just
inside the plasma membrane called microtubules (see Section
10.1.2). Any factor that modifies the microtubule arrays can
alter growth rate or dircction. Indeed, gibberellin accelerates
elongation rates in stems, associated with more longitudinal
microtubnles (Figure 10.15), and ethylene leads te rmadial
(swelling) growth because it causes microtubules to take up
more random orientatons (Figure 9.11). An intriguing
exception to this is the rapid internode elongation induced by
flooding of semi-aquatic species such as deepwater rice. This
adaptation maintains the leaves above the hypoxic conditions
within the paddy waters. Indeed, low oxygen concentration is
the stress signal that initiates the growth response by inducing
ethylene synthesis, What is unexpected is that ethylene in this

Newly formed cell

Tranrverse
oricnation
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microfibrils
Lateral Longimdinal
cxpansion expansion

Fig 9.11 Directlon of cell growth is influenced by at least two harmones,
gibberellin and echylene, through ellecs on celluloze microfibril orientacon.
The microfibrils form the bulk of the strength of primary cell walls.
Gibberelling lead t largely trantverse oriencation, which construing growth
mainly to the longitudinel dir , that is, elongation, whereas ethylene
promotes a more random orientation and hence growth in all three dimen-
sions, chat is, timue swelling. In both cases, the posidoning of new
microfibrils in che cell wall b governed by orienmton of microtubules in the
cytopl jost b h the pl membrane. The mechanism is described
in more detail in Sectdon 10.1.2

(Reproduced, with permission, fom Raven ef al. {1992)

case does not lead to radial cell expansion but instead to elon-
pation, The explanation comes from evidence that in this
species ethylene increases tissue sensitivity to gibberellins,
which in turn stimulate greater than normal shoot extension
(Raskin and Kende 1984). This is 2 neat example of inter-
actions berween hormones resulting in a much improved
adaptation to a specific environmental problem,

(c) ABA and stomatal puard cells

We previously mentioned the role of ABA in regulating stom-
atal aperture. This response does not involve growth, it is rapid
and reversible, and the magnitude of opening or closing is
dependent on ABA concentration across a wide range. Leaf
epidermis can be peeled off in a single cell layer and floated
on ABA solutions, resulting in a stomatal closure response
which commences within minutes. The mechanism does not
seern to involve changes in gene expression, at least not ini-
dally. Instead, water and solutes are moved rapidly out of the
guard cells and the change in aperture is a funcdon of cell tur-
gor and volume. During closure, potassium channels in the
guard cell plasma membrane open, allowing potassium ions to
flood cut into the adjoining subsidiary cells. Anions such as
malate and chloride move in the same directon to maintain
electrical neutrality. This change in total solute content leads
to osmotic imbalance and hence rapid water efflux from the
guard cells (Figure 9.12). The resnltant cell volume change is



Figure 9,12 Somaul apertare changes are effected by movemenia of solutes and water in and oat of gused
cells, processes Influenced by ABA. (x) Without ABA; (b} within minutes of addidonal ABA being supplied
to guard cells, signal mansducdon pathways operating through Ca®* and ather amplification rysterns lead to
masstve pommiom jon eflux through K*-specific ion channels in the plasma membrane, Potmusium levels in
the adiolning cells incresse correspondingly (K valnes are in mM). Anions such as malate and chloride alio
move, and the net chunge in goard cell water potential leads to water alic moving out of the guard cells by

osmouls, The reduction in cell contents lowrrs the turgor and cell

(Reeproduced, with permission, from Raven ef of. 1952)

the direct cause of stomatal closure. Re-opening tends to be
slower, becanse it takes time for the ABA level to decline and

for the solutes to be moved back.

9.2.4 Modified gene expression

With the advent of more sophisticated methods of detecting
changes in gene expression, it has become clear that many
responses to plant hormones operate through up- and down-
regulation of specific genes. In some cases, hormone sipnals
elicit gene expression within a few minutes, so speed of response
is no longer a diagnostc tool for deciding whether 2 hormone
is acting directly on physiological processes. Analysis of DNA
sequences in the promoters of hormone-regulated genes has
shown common short sequences, typically four to twelve
nucleotides long, called ‘response elements’, which are unigue
to each hormone class and are essential for hormone action
(Table 9.2). Provided other essential factors are present, these
response elements allow a single hormone potendally to reg-
ulate expression of whole suvites of genes each carrying the
same response element,

| and the I pore closes

(a) Gibberellin- and ABA-induced gene
expression in germinating cereals

The ‘opposing forces” of gibberellin and ABA in seed dor-
mancy were described in Chapter 8, but these hormones also
appear to operate in regulatng metabolism in the seed during
the germinaton phase. This is best known in cereal seeds.
Gibberellins, produced in the embryo and scutellum, move
through the endospern to the alrurone layer, where they stim-
ulate expression of a suite of genes coding mostly for enzymes
that hydrolyse stored starch, protein and lipids. These resources
are contained in the endosperm into which the enzymes are
secreted. The released products move to the embryo and pro-
vide it with energy and the building blocks required for the
rapid growth of the developing seedling. The best-known
genes are those for o-amylase which degrades starch to sug-
ars. If, however, ABA is applied before or with the gibberellin,
then the d-amylase pene expression is much reduced. We now
know from DNA sequence analysis of the gene promoter in
rice, wheat and barley that there are specific response ele-
ments upstream ftom the transcription start (see Secton 10.3)
which are necessary for pibberellin or ABA to be effective
(Table 9.2). If either the gibberellin-response or ABA-
response element is excised or deleted from the gene, then the

Table 9.2 Some known prowoter elements associated with regulation by plant hormones,

Hormone Promoter element sequence Gene Trancription factor Source Reference

Auxin CCTCGTGTCTC: GH3 ARF1 Saybean Ulmasov et of, {1997)
TGTCTC SAUR Soybean Li ¢t al, (1994)

Gibberellin TAACAAACTCCGG Amylae Rice aleurone Tanida et of, (1994)
TAACAGAGTCTGG Amylae GAMyb Basley aleurone Gubler et al. (1995)
TAACAUANTCYGG Amylae Aleurone Bethke ef al, (1997)
YCTTTT Arrrylase Alcurone Bethke ef al. (1997
TATCCAY Amylase Aleurone Bethke et al. (1997)

Abscisic acid GTACGTGGCGC HyAt Barley aleurons Shen and Ho {1995)
NCACGTGGC EM EMBP-1 Wheat embryo Guiltinan et of. (1990)

Ethylene TAAGAGCCGCC PRP EREBP Tobacco [eaf Ohme-Takagi and Shinshi {1995)

*Underlined DNA sequences are essential for response o the hormone. This is normally deduced from deletion analysis experiments (see
Section 10.3) which involve progressive excision of increasing lengthe of the promoter until the hormone response is lost. Base codes are
adenine (A), cytodine (C), guanine (G}, thymine (T), any purine {U)}, any pyrimidine (Y} and any nucleotde {N)
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response to that hormone is lost. The time scale involved in
switching on gene expression is around 1 h and measurable
inctease in enzyme activity occurs soon afterwards (Higgins ef
al. 1976).

(b) Auxin-induced growth genes

Some of the most rapid changes in pene expression yet found
in plants are those that occur in response to auxin application
to growing tssues. The work of Guilfoyle on the SAUR (short
auxin vpregulated) and GH3 genes of soybean has shown
enhanced mRNA levels within 2-5 min {Guilfoyle et al.
1992). We do not yet know exactly what the functions of the
gene products are but they are more abundant in faster grow-
ing cells, for example on the lower side of a horizontally
placed hypocotyl as it responds to light or gravity (Figure
9.10(b}). In this case, no additional auxin was supplied, and the
distribudon of gene expression may reflect localisation of
endogenous auxin. Two interpretation are possible: (1) this is
proof that modified endogenous auxin levels are involved in
tropisms; (2) this simply demonstrates chat auxin-induced and
tropism-induced growth stimulate expression of the same
growth-associated genes.

9.3 Harnessing hormones:
making use of chemical signals

9.3.1 Manipulating growth and
development with applied plant
growth regulators

Phlant growth regulators (PGRs) are a diverse group of chemi-
cals classified by their ability to modify plant development
and/or biochemical processes. They include not only the
native plant hormones already discussed and their synthetic
analogues, but also many other compounds that influence
hormone physiology, especially inhibitors of hormone
biosynthesis and compounds that block hormone action, per-
haps by interfering with receptor binding.

(a) How specific can we be?

From the preceding sections, it is clear that hormones are
multifuncrional, and responses depend on dose, site of ap-
plication and developmental stage. In theory at least, we have
the potential to influence almost any developmental process,
and over the past 60 years probably just about every PGR on
the shelf has been tried out. Controlling plant height, inducing
flowering, increasing fimit numbers, generating seedless fruit,
inducing seed germinaton — all worthy aims often with
commercial success as reward for the ‘successful’,

But all is not 5o simple. For every 100 attempts, probably
only one becomes regular practice in agriculture or bio-
technology. Why? The multifunctonality, the variability of
response between genotypes, between tissues of different age,
modification of response by environmental factors — all these
can thwart the best-planned strategy even with the ‘right’
dose, iming and placement on the plant. In pharmacclogical
terms, the side effects are often stronger and more undesirable
than the targeted response. Here we select a few examples
which have found commercial application.

Stem clongation and gibberellins

Gibberellins are well known for effects on dormancy, germi-
nation, flowering and fruit development, but one of their
most studied roles is in modifying stem elongation. This is a
‘rate’ process rather than an ‘all-or-nothing’ on/off switch, so
we predict graded changes in cell growth rates as gibberellin
concentrations are modified upwards or downwards. The tools
are gibberellin mutants (deficient either in the capacity to pro-
duce active gibberellins or the capacity to respond to them;
see Section 9.3.2), several gibberellins available in commercial
quantities, 2nd several compounds that more or less specifically
inhibit gibberellin biosynthesis (Figure 9.13}. Thus we have

Figure 9.13 The effect of paclot I, an inhibi

. of gibbherellin bio—
synthesis, on thoot growth and A ing of poi is, a popular or

tal pot plant. The treated plant on the right has shorter internodes, darker
green leaves and glightly enhanced Howering, al! characteristics of gibberellin
depledon

(Photograph Copyright ICT Australia, reproduced with permission)

possibilities of examining the effects of genetically or chemical-
ly altering gibberellin levels. The almost universal result is that
plants with low gibberellin concentrations end up shorter
{more dwarfed} than those with higher levels. There are hm-
its to the range over which this applies, that is, there is a ceil-
ing growth rate beyond which no response is elicited by extra
gibberellin, but in the best-studied examples, such as pea, the
classic log dose-linear response relationship seems to hold quite
well (Figure 9.14).
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by the relationship between active gibbersllin content and internode length
in pea genotypes with diferent alleles at the Le locus, a gene which encodes
an enxyme for synthesis of bioactive GA,. The wild-type Lc has » normal
enxryme and tll stature, i is dwarfed and has a defective but leaky enxyme,
and ¢’ 1s extremely dwarfed with almost no enxyme activity. Notw the linear
relationship between internode length and log of glbberellin content, show-
ing a very wide range of concentrations over which the plant can detect gib-
berellins. This graph is dmilar to the clascdeal *dose—resp * plots used in
carfy hormone tesearch to test biological activity of exogenouly applied
compounds

{Roedmwn, with permission, from Rost ef af. 1989)

Parthenocarpic fruit: auxin and gibberellins

One highly desimble characterisic in most fruit crops
(though not in nut crops!) is seedlessness. This occurs sponta-
neously in banana because of its triploid genotype, and in cer-
tain kinds of citrus because of early embryo abortion. In some
mandarin types, an auxin spray before or just after bloom
induces fruit to set without seeds. In certain prape varieties
such as Sultana (known elsewhere as Thompson Seedless) the
seed starts to develop but then aborts and added gibberellin is
required to promote normal fruit development (see frontispiece
1o Chapter 11). In both cases, the applied hormone is thought
to be substituting for what would normally be generated by
the growing seed (Figure 9.6). This gives an insight into how
fruit and seed development are intimately coordinated. Auxins
can cause similar seedless fruit in other crops such as citrus,
but later applications can lead to abscission, probably via
induction of ethylene synthesis, and are useful for fruit thin-
ning on trees that otherwise tend to bear excessive numbers
of undersized fruits.

Tissue cuiture: auxin and cytokinins — the essential hormones

When a plant breeder or horticulturalist finds a new, poten-
tially valuable plant, the first priority is usually to muldply it.
Often the plant may be infertile or progeny may be gened-
cally inferior. It then becomes necessary to use vegemtive
propagation, Remember that many plant cells have a remark-
able property called tatipotency (section 10.2), so almost any
fragment of a plant {or explanf) can be used to regenerate new
genetically identical plants, called clones. The most dramatic

advances in plant propagation, resulting in the ability to gen-
erate millions from one, are due to tissue audture or micqopropa-
gation. Not all plants spontaneously enter into useful forms of
regeneration when cultured: indeed most need some form of
chemical persuasion. The most powerful control comes from
use of two hormones, auxin and cytokinin, Auxin tends to
promote cell expansion and, together with cytokinins, induces
cell division, whereas cytokinins can induce cell division. On
top of these fundamentals of Hssue growth, auxin causes cells
o become organised, sometimes simply into vascular tissue but
more importantly to form roots. Cytokinins on the other
hand induce shoot formation. The ratio of concentrations of
auxin to cytokinin, as discussed in Secdon 9.2.2, appears to
determine the type of development that ensues.

Legislation, safety and moral issues

In addition to the physiological issues, increasing awareness of
environmental pollution and potental dangers of exposure to
hazardous chemicals have led to critical examination of use of
all types of chemicals, especially on food crops, Initial concerns
were over pesticides, especially organochlorines, but then spread
to include PGRs. A few of these have made news headlines.

The selective herbicide 2,4,5-T (2,4,5-trichlorophenoxy-
acetc acid} is a synthetic auxin that kills dicotyledonous
(broadleaf) plants but has relarively little effect on grasses (inci-
dentally an excellent example of plants differing in sensitivity
to the same dose of hormone), and therefore found wide-
spread use for removing dicotyledonous weeds from lawns
and cereal crops. Its inclusion in the chemical warfare sub-
stnce Agent Orange is notorious, but in fact it was an impu-
rity (a highly carcinopenic dioxin compound} in the com-
mercial preparation which led to worldwide withdawal of
the chemical. 2,4,5-T itself is not particularly toxic (Table
9.3). Preparations of a related compound, 2,4-D (2,4-
dichlorophenoxyacetic acid) contain no dioxins and are sl
used as herbicides and in plant tissue culture.

Alar, also known 25 daminozide, is a plant growth retardant
which was used widely on apples to modify fruit shape and
skin colour. Some evidence in the 1980s suggested chronic
taxicity symptoms were attributable to this chemical, and it
was rapidly withdrawn from use. Sales of apples, even untreat-
ed ones, plummeted at the ame, a dramatic example showing
how a small number of scientific data can have massive eco-
nomic consequences. Subsequent investigations concluded
that there were no substantiated toxic effects but, harmful or
not, the lasting impression in the general pubhic has meant
Alar has not been widely reintroduced {Caswell et 4l. 1991;
O'Rourke 1990). This treatment was never essential for fruit
production because it was used mainly for cosmetic changes:
concerning size and appearance rather than to improve yield
ot nutritional quality. In general, legal restrictions, safery con-
cerns and public perceptions are leading researchers and agro-
chemical companies to seek alternative means to achieve the
same results, some of which are described next,

LB
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Table 9.3 Toxidty values for some plant growth regulators and other
common organic chemicals, The LD test is a standard measure of acute
toxicity, indicating the dose per kilogram of body sweight required to kill
50% of a population. Clearly, the dioxin compound is vastly more toxic
than any other on this list. Howrver, using these data in isolation, DDT
auld be desaibed as four times less harmful than caffeine, yet nuuch of the
human population deliberately ingests caffeine on a daily basis, but would
be unlikely willingly to consume DD'T. This illustrates how casily scientific
data can be misconstrued, Long-term ‘chronic’ exposure tnay in_fact be
much more common with agriciitural chemicals and may result in quite
different toxicities, often with quite different relative hazards than the aoite
test, effective at nuch lower doses and muclt harder to attribute to the sus-
pected chemical

wlﬂ
{mg kg™ onally in

Compound laboratory animals)

Plant growth regularors

Alar (daminozide) 8400
Cycocel (CCC) 54
NAA (auxin) 1000
2,4-D {auxin) 370
2,4,5-T (auxin) 390
Dioxin (imputity in 2,4,5-T) 0.022
Other agrochemicals
DDT (insecticide} 500
Aldrin (insecticide) 7
‘Everyday’ chemicals
Thiamine {vitamin B) 8200
Caffeine 120
Micorne 320
Paracetamol 333
Aspirin 1100

{Source of data: Merck Index)}

9.3.2 Control though genetic
alterations

A more stable and permanent way to alter plant development
is through genetic modification. Essentially we depend on
wutations, which can be spontaneous or induced by mutagens
(DNA-altering chemicals or high-energy radiation such as X-
rays, Y-rays or fast neutrons), and genetic engineering which
allows us to remove, add or modify the expression of specific
genes. The colossal expansion of genefic engineening since the
mid-1980s is the single most rematkable change in biclogical
research, and is covered further m Chapter 10. Here we look
at some successes, pitfalls and limications of plant genetic
manipulation of hormonal signalling,

Genes for a few hormone biosynthesis enzymes have been
isolated: these include one cytokinin and two auxin genes
from plant pathogenic bacteria such as Agrobacterium, whose
gall or tumour symptoms on infected plants relate specifically
to the extra auxin and cytokinin produced — another exam-
ple of the delicate hormone balance required for normal
development. Plant genes for the two final steps of ethylene
biosynthesis (ACC synthase and ACC oxidase; see p. 000)

have been cloned, and there are now reports of isolation of
ABA genes {Marin et al. 1996) and some of the many gib-
berellin biosynthesis genes (e.g. Phillips e al. 1995). There are
impressive examples of applications of hormone biotechnology
in retarding senescence of cut flowers (Figure 10.45) or con-
trolling rates of ripening in stored fruit, buc there are also
significant gaps: we do not yet have isolated plant genes for
auxin and cytokinin biosynthesis, or auxin- or cywokinin-
deficient mutants, which hinders our interpretation of exactly
which processes these hormones regulate, One view is that
these two hormone classes are so essential to normal organised
plants that deficiency would be a lethal character. Alternatively,
multiple copies of biosynthetic genes may give plants a back-
up system for condnuing hormone production. In both cases,
it is likely to be very difficult to screen for such mutations, A
better target might be leaky mutations with only a partial
restriction of hormone production. On the positive side, the
array of gibberellin-related dwarfs clearly demonstrates non-
lethal phenotypic alterations due to single gene mutations,
Plants hampered in gibberellin, ABA or ethylene biosynthesis
ot perception are altered in specific developmental or physio-
logical characters, but otherwise develop quite normally and
most are reasonably ferdile,

Achieving snitably precise control of transgene expression
is difficult and severity of mutations is unpredictable, leading
to many undesirable phenotypes. For example, a recurring
problem has been from overexpression of the IPT gene, lead-
ing to high cytokinin levels, which in turn strongly inhibit
ot initiation and prevent recovery of whole plants from tis-
sue culture. Remembering how tighdy regulated plant devel-
opmental sipnals are, there is a pressing need to have suitable
promoters, usually developmental stage specific, tissue specific
or inducible by simple external factors such as O, concentra-
tion, copper ions or heatshocks, to drive gene expression in
the right dssue, at the right tdme and to the right strength.
Often, we have inadequate knowledge of hormone physiolo-
gy to predict all these vatiables in advance, so research pro-
ceeds in a2 ‘trial and error’ fashion. Results often provide
significant advances in basic understanding, even if the trans-
genic plants are not commercially useful.

The term ‘billion dollar genes’ has evocatively been given
to genes that affect ripening and senescence, because this is a
rough estimate of the value of the annual losses that occur
worldwide due to fruit becoming overripe or too soft, or
flowers wilting or foliage yellowing during the period from
harvest to consumer. Most research has targeted high-value,
perishable horticultural commodities rather than easier to
handle grains and processed products. Since the 1980s, key
achievements towards gaining genetic control of postharvest
physiology include:

+ 1isolation of the two plant genes necessary for ethylene
biosynthesis;



« isolation of one bacterial gene for cytokinin biosynthesis;

« isolation of genes for enzymes catalysing pectin degrada-
tion, a major element of fruit cell wall softening;

+ the ability not only to insert additional genes but to
switch off effectively existing ones with methods such as
‘antisense’ or ‘co-suppression’ technology.

Commerrial genetcally engineered products have now
been released, such as the FlavrSavr tomato, in which the
polygalacturonase gene that normally leads to rapid fruit soft-
ening has been switched off by antisense RNA (Figure
11.22}. Many more products of this type are in development.
Tomato was selected as suitable for first trials because it is a
major crop around the world and it is in the family Solanaceae
which is generally amenable to biotechnology. There are also
non-ripening tomatoes that have greatly reduced ethylene
biosynthesis in the fruit. These can be ripened by exposure to
ethylene gas, but not untl they reach the market. Ethylene
‘gassing” has been used for many years on notmal tomatoes, as
well as on bananas and citrus.

Carnations have been developed whose flowers do not
show the normal rapid senescence, characterised by rolling up
and wilting of the petals {Figure 10.45). These either have one
of the ethylene biosynthesis enzymes blocked or have the bac-
terial cytokinin IPT gene inserted, which affects the normal
balance of senescence regulation, where ethylene is promotive
and cytokinin is inhibitory Many other ‘valuable’ genes are
being sought, such as those which might give a novel flower
colour (Figure 10.45), or confer disease or pest resistance with-
out the need for chemicals or lengthy convenuonal breeding
programs. Some of these are discussed in Chapter 10.

Auxin and cytokinin genes: transformation fo rooty and shooty
phenotypes

Agrobacterium tumefaciens, the causative agent of crown gall dis-
ease, generates irs symptoms and harnesses the plant’s
resources by inserting some of its own genes into the host
DNA. This natural form of transformation has been exploit-
ed in many ways, and Agrobacterium rermains one of the most
popular means of inserting other genes into plants. Pathogenic
transformation involves the Ti (tumour-mducing) plasmid, a
circular piece of DNA containing the genes, two auxin and
one cywokinin, necessary for biosynthesis of these two hor-
mones. There are other plasmid genes associated with viru-
lence and amino acid metabolism which we will not discuss
here. Once the host is tansformed, the bacteria are no longer
required and symptoms persist due to the disruptive effect of
excess auxin and cytokinin on plant cell development and
organisation, very much zkin to the callus seen in dssue cul-
ture or around a wound site on an intact plant. Other bacte-
ria carry very similar genes, for example A. rhizogenes,
Pseudomonas savastanoi and Corynebacterium fasdans (Gaudin et
al. 1994}. Qur notions of the respective roles of auxin and

cytokinin in cell organisation are confirmed by experimencs
where one of the hormone genes has been deleted by muta-
tion. The ‘rooty’ mutant phenotype is due to a non-functon-
al cytokinin gene because preponderance of auxin is a root-
inducing stimulus. Likewise ‘shooty’ tumours result from
mutation of one or other of the auxin genes, because high
cytokinin leads to shoot initiation.

Gibberellin dwerfs and dormancy

Dwarf mutant plants of pea, rice and maize have helped enor-
mously in defining the role of gibberellins in stem elongation.
Many widely used commercial cultivars such as dwarf pea or
short straw wheat contain reduced quandties of active gib-
berellins, or have an inability to respond to gibberellin. From
mutadions at different loci and alleles of different “strengths’, it
has been possible to establish the reladionship berween endoge-
nous gibberellin content and growth in pea (Figure 9.14). This
shows a2 remarkable similarity to the plots of exogenous gib-
berellin and growth. Internode lengths, the final expression of
what was a growth rate, vary linearly with the log of gib-
berellin concentration. Gibberellin deficiency in Arabidopsis is
quantitatively related to stem growth too, but also to seed dor-
mancy and fruit setting: the more severely deficient genotypes
require added gibberellin to stimulate normal germinaron,
and then a continued supply of gibberellin to support stem
elongadon and fruit development. Interestingly, most gib-
berellin-deficient genotypes are unaffected in time or extent
of floral initiaton, suggesting either that gibberellins are not
involved in flowering control, or that this function is rescrict-
ed only to some species, or that there are specific gibberellins
for flowering that are different from those involved in stem
elongation and dormancy.

ABA mutants are wilty and have reduced seed dormancy

ABA also appears to have a role in seed dormancy, but one
that is to some extent opposite to the gibberellin effect.
Tomato, wheat, pea and Arabidopsis mutants deficient in ABA
synthesis or ABA response exhibit minimal seed dormancy
{Leonkloosterziel ef al. 1996; Ooms et al. 1993). Interestingly,
added ABA does not usually prolong dormancy, so the role of
ABA is probably in the entry into dormancy during seed
maturation rather than in exit from dormancy prior to ger-
mination. In addition, ABA mutants are very sensitive to water
stress because they have poor control over their stomatal aper-
tures, normally an ABA-mediated process. These ‘wilty’ plants
have to be nursed in high-humidity chambers to prevent des-
iccation, Plants with poor drought tolerance are unlikely to be
commercially valuable, but they are useful tools for testing the
role of ABA in stress physiology. In the future, ABA genes may
be manipulated to give enhanced response to or levels of ABA,
thus improving stress resistance and water use efficiency, two
valuable attributes for cultivated plants in many parts of the
largely dry Australian continent.
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9.3.3 Conclusions: the future of
plant hormone research

For many years, plant hormone research focused on measure-
ment of hormone levels. Based on responses to applied growth
regulators, a widespread notion has been that plants regulate
many developmental processes by actively modifying endo-
genous hormone concentradons. However, despite extremely
sensitive and accurate assay techniques, there remain scant
examples where normal plants (i.e. not mutant, not inhibitor
created, not genetically engineered) show large changes in
endogenous hormone concentraton at the site of adion. Changes
are usually much smaller than predicted, with some exceptions
such as 50-fold increases in xylem ABA delivered to leaves in
response to water status or 20-fold cytokinin level increases
duting dormancy release (Tardieu and Davies 1992; Turnbull
and Hanke 1985). Much discussion through the 1980s per-
manently altered ideas on how hormones work in plants, in
particular shifting the focus to control of hormone perception
and sipual mansduction, not just to the control of signal levels,
The nodon of contro] by changing tissue sensitvity to hor-
mones is not new, but was vigorously proposed by Trewavas
(1981) and others. However, in the absence of well-defined
receptors, this theory was hard to test other than by tradition-
al dose—response biological assays. Sensidvity is normally
equated with presence of a suitable receptor system, but
insensitivity (i.e. lack of response) can be che result of failure
of any one of the many events between receptor and final
physiological action, or sometimes the side effect of disrup-
tdon of quite unrelated processes. The upshot has been
expanded research on signal transduction (Trewavas and
Malhé 1957), and a more balanced approach to the possible
means of regulating hormone signalling 2nd acdon.

As discussed above, attempting to modify plant devel-
opment through applying PGRs has been popular for many
years, often referred to as the ‘spray and pray’ or 'spray and
weigh' approach. Since the late 1980s, by inserting genes for
enzymes of hormone biosynthesis into plants or modifying
their expression, alternatives to PGR. treauments have been
generated. In this way, a plant modifies its own hormone con-
centrations, avoiding the need for external applications and
potentally reducing amcunts of chemicals used in agricultur-
al and food industries. However, the responses are very simi-
lar in both cases: often in addition to the desired response, we
find one or more side effects which frequently limit the use-
fulness of either technique. The problem lies not only in the
multiple functions of plant hormones but also in their mobil-
ity within the plant; for example, it is quite hard to prevent
root-synthesised cytokinin moving to the shoot in the xylem
sap. We conclude this chapter with an idea: if instead of genet-
ically altering hormone concentrations, the receptor or down-
streamn events are modified, we may be then able to generate
much more precise tissue-specific control. Receptors, being
proteins, will be effectively immobile. Indeed, we already know

that some hormone receptor genes are regulated naturally
during development. In tomato fruit, the tETR gene which
codes for an ethylene-binding protein is hardly expressed at all
until the fruit starts to ripen {Figure 9.15). This means that the
fruit remains very insensitive to ethylene until the stage of
development when the seeds are mature. Reegnlation of a hor-
mene response in this case confers an adaptive advantage by
reducing the likelihood of premature triggering of ripening
and seed dispersal before maturity. Much current research is
seeking ontogenetically regulated and especially tissue-
specific promoters to link to a wide range of genes including
those responsible for regulation of hormone concentrations,
and this could now be extended to include genes for hor-
mone perception and action,
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Fig 9.15 Although ripening of climacteric fruit such as tomato is normal.
Iy associated with autocatalytic ethylene eynthesis (see Chapter 11), the phys-
inlogical respomae to this increased ethylene level depends on presence of
ethylene receptors. In this experi the expr of the (ETR gene,
which codes for a presumed receptar, was quantified by the relative nmount
of LETR mRNA present. In mature green fruit, the gene is scarcely expressed,
but maximal levels are present during the first vidble stages of ripening
colour change known as ‘breaker’ (B). Fruit are fully red by seven days afier
breaker (B + 7), by which time gene exps has declined agmin.
The developmental regulation of receptor Ievels may be a key safeguard pre~
venting prernature anset of ripening until the frult and seed are at che right
stage of development, Deliberato manipulation of hormone recepror expres-
tion by genetic engineering may hecoms a powerful wol for contolling tis-
aue-specific and develop l-time-bazed hormone responies

(Redrmwn, with permissian, from Faytan ef al. 1996)
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